Neural based contingent valuation of road traffic noise
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A B S T R A C T

In this paper, we present a new approach to value the willingness to pay to reduce road noise annoyance using an artificial neural network ensemble. The model predicts, with precision and accuracy, a range for willingness to pay from subjective assessments of noise, a modelled noise exposure level, and both demographic and socio-economic conditions. The results were compared to an ordered probit econometric model in terms of the performance mean relative error and obtained 85.7% better accuracy. The results of this study show that the applied methodology allows the model to reach an adequate generalisation level, and can be applicable as a tool for determining the cost of transportation noise in order to obtain financial resources for action plans.

1. Introduction

Noise pollution is one of the transportation externalities in urban areas, causing discomfort, annoyance, and displeasure for the exposed population (Basner et al., 2014). The results from the first phase of the strategic noise mapping in the European Union (EU), which occurred in 2007, suggest that approximately 56 million people are exposed to environmental noise above 55 dBA during daytime from road traffic within agglomerations, while 33 million are exposed to noise from major roads outside agglomerations. Additionally, approximately 40 million people across the EU are exposed to noise above 50 dBA from roads within agglomerations during the night, and 22 million are exposed to outside agglomerations (Murphy and King, 2014). These results are very worrying from a public health perspective, given that the World Health Organisation (WHO) sets 40 dBA as the nighttime level at which health effects are noticeable (Hurtley, 2009).

In Latin American developing countries, the noise pollution issue is not very different. The daytime road traffic noise of 49.81% of Santiago de Chile has above 55 dBA (Suárez and Barros, 2014), whilst in the urban area of Medellin, Colombia, the 50% of the total noise measurements reported levels above 72 dBA during daytime, and 68 dBA during nighttime (Yépez et al., 2009). Zannin et al. (2013) found that 90% of the 58 measurement points recorded noise levels above 55 dBA in the campus of the Polytechnical Center of the Universidade Federal do Parana (Federal University of Parana) in Curitiba. Pinto and Mardones (2009) found that the noise levels in Copacabana were over the allowed values due to traffic.

The impact of road noise pollution can be assessed in monetary terms (Moliner et al., 2013). Economic values of road traffic noise are often evaluated using different instruments: travel costs, hedonic pricing, cost-benefit analysis, conjoint analysis, choice experiments, and contingent valuation (Istamto et al., 2014a). The well-established contingent valuation method...
had also been studied through ANN for classification issues (Sánchez-Pérez et al., 2013; Márquez-Molina et al., 2014) for addressing a prompt assessment of potential road traffic noise related problems. Air noise transportation composition for the respondents’ demographic and socioeconomic status were used as the model inputs. The model come from a socio acoustic survey that collects the WTP of the respondents. Characteristics such as: (a) environmental noise perception of the respondents, (b) modelled day-night noise exposure level (LDN) at the facade of their dwellings, and, (c) the respondents’ demographic and socioeconomic status were used as the model inputs. The paper is organized as follows: Section 2 reviews the basic operation of feedforward ANNs predictors. Section 3 deals with the methodology used for data collection, econometric modelling, and ANN architecture. In Section 4, the results of the econometric and ANN models are presented, and in Section 5, the results are discussed and commented. The main objective of this study can be found in Section 6.

2. Theoretical consideration

2.1. Artificial neural networks

An ANN approach is considered as a statistic machine learning procedure (Russell and Norvig, 2004). ANNs offer, among other things, a numerical technique that, similar to flexible nonlinear statistical methods, is capable of adapting to arbitrary or unknown functional forms with a specified degree of accuracy (Curry et al., 2002), and is inspired by the structure and operating principles of the human brain. The ANN, which does not require any predefined underlying relationship between dependent and independent variables, has been shown to be a powerful tool in dealing with prediction and classification problems (De Luca, 2015) by identifying functional relationships among a certain number of variables.

The biological neuron adds its input and produces an output, transmitted to subsequent neurons through the synaptic connections. Otherwise, the ANNs are useful models for problem solving and knowledge engineering in a ‘humanlike’ way (Kasabov, 1996). The ANN’s model preparation takes into account input and output samples of an arbitrary system (linear or nonlinear). This model (multilayer feedforward network), as shown in Fig. 1, is able to extract higher order statistics from it input-output pairs (Haykin, 2009).

The input-output relationships can be encoded in the synaptic weights during a training procedure called backpropagation (Rumelhart et al., 1986). In such training procedure, the synaptic weights are progressively adjusted in such way that the differences between the desired target functions and the network’s output are gradually minimized. In other words, a neural network modifies its behaviour in response to the input-target pairs, leading to its most attractive feature, learning capacity.
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