Online buffer management for transmitting packets with processing cycles
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ABSTRACT

We study an online buffer management problem under the model introduced by Azar and Gilon (2015) [5] recently. Unit-sized packets arrive and are kept in a First-In-First-Out buffer of size $B$ in an online fashion at a network server. Each packet is associated with an arrival time, a value and a processing cycle time in the buffer. The density of a packet is defined to be the ratio of its value to processing time. It is assumed that every packet can be transmitted only after its processing cycle is completed and only the packet at the head of the buffer can be processed. A packet is allowed to be preempted and then discarded from the buffer. But, the value of a packet is attained only if it is successfully transmitted. Under the model, the objective of online buffer management is to maximize the total value of transmitted packets. This model finds applications to packet scheduling in communication networks. In this study, we consider the model with constant density from a theoretical perspective. We first propose some lower bounds for the problem. Azar and Gilon obtained a 4-competitive algorithm for the online buffer management problem for packets with constant density. Here, we present a $(2 + \frac{1}{B})$-competitive algorithm for the case $B > 1$ as well as its generalization to the multi-buffer model. Moreover, we prove that the competitive ratio of a deterministic online algorithm is at least four when the buffer size is one. We also conduct experiments to demonstrate the superior performance of the proposed online algorithm against the previous approach.
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tional buffer management problems, introduced by Kesselman et al. [14] and Mansour et al. [22,23], in which the required processing time of every packet was considered to be identical, i.e. unit processing time.

We refer to Azar and Gilon’s work [5] and discuss the following model of handling an FIFO (First-In-First-Out) buffer of a limited capacity \( B \), where packets must be processed and transmitted in the order in which they arrive. All packets have the same size and arrive over time at a server, where each of them is associated with an arrival time, a value and a required processing cycle time. At every time slot, the server has to select some packet to process at the head of the buffer, and once its processing requirement is satisfied, the packet can be successfully transmitted subject to the FIFO rule and its value is obtained. Note that a packet is allowed to be preempted and then discarded from the buffer; thus, the goal is to drop packets so as to maximize the total value of packets transmitted.

In this study, we use competitive analysis [7,25] as a performance measure for online algorithms. Let \( ALG \) be an online deterministic algorithm and \( OPT \) be the optimal offline algorithm which knows every packet’s arrival in advance. For an arbitrary input sequence \( \sigma \), let \( ALG(\sigma) (OPT(\sigma)) \) be the total value of all the packets transmitted by \( ALG (OPT) \), respectively. The competitive ratio of \( ALG \) is defined to be \( sup_{\sigma} \frac{OPT(\sigma)}{ALG(\sigma)} \). This study involves discussing both lower bounds and upper bounds on competitive ratios for the problem.

**Prior work.** The buffer management problem was initialized by Kesselman et al. [14] and Mansour et al. [22,23] and it has been widely studied in the literature. There have been many different settings and variants discussed, and the best-known deterministic and randomized algorithms were presented in [3,8,9,12,21]. Recent surveys by Goldwasser [11] and Nikolenko et al. [24] provided a clear overview of the field. Moreover, for the multi-buffer model in which there are more than one buffer storing packets, Aiello et al. [1,2], Azar et al. [4] and Li [20] explored the performance of online and offline algorithms.

As mentioned, Keslassy et al. [13] first considered the buffer management problem with heterogeneous processing requirement. Later, Kogan et al. [15–19] investigated the problem with various settings. They studied the popular SRPT (shortest remaining processing time) strategy in both the push-out and non-push-out buffer management scenarios. They showed its competitive analysis as well as the corresponding lower bounds. In 2015, Azar and Gilon [5] further considered an extension in which arbitrary packet values and arbitrary required processing time are allowed. They proved that no constant-competitive algorithms exist for such buffer management problem. They also considered a model in which every packet has a constant density, i.e. a constant fraction between its value and processing time. They presented a 4-competitive algorithm, called KeepPackets, for solving this model. The key idea of the algorithm is as follows: it discards the packet with the smallest value in the buffer, if an arriving packet has twice larger value than the eliminated one. In this paper, we propose another strategy for solving the model with constant density, called Run-to-Completion (RTC), which has been used in the field of job scheduling. Here we simply introduce the concept of the RTC strategy and the details will be introduced later in Section 3.

**Run-to-Completion (RTC) strategy:** When a packet \( q \) with value \( v(q) \) arrives, the algorithm discards the least valuable packet that is not at the head of the given buffer, say \( p \), if \( v(q) > v(p) \). That is, the RTC strategy never drops the packet when it is processed at the head of the buffer.

**Main contribution.** Our results are summarized as follows:

1. We consider the buffer management problem with constant density and propose the Run-to-Completion (RTC) algorithm. The competitive ratio of the algorithm can be proved within \( (2 + \frac{1}{B−1}) \) when \( B > 1 \), which improves the currently best known ratio of 4, reported in [5].
2. We present several lower bounds for different natural greedy (online) strategies for the problem. In particular, we show that no online algorithm can achieve a competitive ratio less than 4, when the buffer size \( B \) is one.
3. We extend the RTC strategy to a multi-buffer model and prove that the competitive ratio stands at \( (2 + \frac{1}{B−1}) \). We also show the competitive analysis is tight.
4. We implement the RTC algorithm and the experimental result demonstrates that it also outperforms the KeepPackets algorithm [5] in practice.

2. **Lower bounds**

We discuss lower bounds on the competitive ratio of different online strategies for the buffer management problem with constant density \( \rho \). Note that the following proposition holds for any online deterministic algorithms. Precisely, when the buffer is empty, the competitive ratio cannot be bounded if an online algorithm discards incoming packets.

**Proposition 1.** Any online deterministic algorithm with a bounded competitive ratio must accept the first incoming packet, when the buffer is empty.

First we consider non-preemptive strategies. Based on the above proposition, we show that non-preemptive strategies cannot approximate the problem well.
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