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ABSTRACT

This paper investigates the commonly overlooked “sensitivity” of sensitivity analysis (SA) to what we refer to as parameter “perturbation scale”, which can be defined as a prescribed size of the sensitivity-related neighbourhood around any point in the parameter space (analogous to step size \( \Delta x \) for numerical estimation of derivatives). We discuss that perturbation scale is inherent to any (local and global) SA approach, and explain how derivative-based SA approaches (e.g., method of Morris) focus on small-scale perturbations, while variance-based approaches (e.g., method of Sobol) focus on large-scale perturbations. We employ a novel variogram-based approach, called Variogram Analysis of Response Surfaces (VARS), which bridges derivative- and variance-based approaches. Our analyses with different real-world environmental models demonstrate significant implications of subjectivity in the perturbation-scale choice and the need for strategies to address these implications. It is further shown how VARS can uniquely characterize the perturbation-scale dependency and generate sensitivity measures that encompass all sensitivity-related information across the full spectrum of perturbation scales.
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1. Introduction

1.1. Background and motivation

Sensitivity analysis (SA) is an important paradigm for understanding model behavior, characterizing uncertainty, improving model calibration, etc. It consists of identifying the most important factors influencing the model outcome and quantifying their importance. Methods for SA can be categorized into two general approaches: Local and Global. Local sensitivity analysis (LSA) techniques, in the form of one-factor-at-a-time (OFAT) or one-at-a-time (OAT), are widely used by modellers in all disciplines because of their simple mechanism and implementation (e.g., Murphy et al., 2004; Nolan et al., 2007). In the OAT method, to measure the variation in model output, one parameter is changed at a time from a base point in parameter space while others are kept constant. This requires specifying a “step size” for change in a parameter, which is a representation of what we refer to as “perturbation scale” or \( \Delta x \). However, the adequacy of OAT methods is proven to be insufficient (and potentially misleading) mainly due to non-linear behavior of model response and interactions between parameters (Saltelli and Anoni, 2010), which is the case in nearly all environmental models. In order to gain a comprehensive assessment of sensitivity for the numerical models over the entire parameter space, a global sensitivity analysis (GSA) technique must be adopted (Saltelli et al., 2008). GSA methods are intended to measure “global” sensitivity of a model to different factors (e.g., model parameters, forcing data, boundary and initial conditions, etc.).
etc.) across the entire multi-dimensional parameter space. The concept of perturbation scale is one of the inherent properties of GSA, and may be formally or informally defined depending on the GSA method used.

Various methods have been developed and used by researchers for GSA. These methods are rooted in different philosophies, resulting in a different and sometimes conflicting and/or counterintuitive assessment of sensitivity (Gupta and Razavi, 2016). Some methods rely on small-scale (derivative-like) perturbation of parameters within the parameter space (e.g., Morris, 1991; Compolongo et al., 2007) to characterize global sensitivity. Other methods avoid calculating derivatives by using larger scale (variance-like) perturbation of parameters based on the concept of analysis of variance (e.g., Sobol', 1993). None of these methods, however, account for the fact that sensitivity is a scale-dependent concept as highlighted by Razavi and Gupta (2015). In other words, results of a global sensitivity analysis can be quite different between two different GSA techniques or even within a single technique, depending on the scale of parameter perturbation used. Razavi and Gupta (2015) raised this "scale issue" and provided some mathematical examples. To address this issue, Razavi and Gupta (2016a,b) introduced a novel global sensitivity analysis technique based on the Variogram concept called Variogram Analysis of Response Surfaces (VARS). In addition to a high computational efficiency, a novel and unique feature of VARS is that it provides a comprehensive assessment of model response sensitivity across a range of parameter perturbations, as opposed to a single prescribed perturbation scale. This feature enables VARS to provide derivative- and variance-based sensitivity metrics such as elementary effects and total-order effects simultaneously, in addition to its own comprehensive metrics for global sensitivity, called IVARS (for Integrated Variograms Across a Range of Scales). We use this new powerful tool in this work, to further investigate this "scale issue", show its significance, and address it using multiple physically-based environmental models.

Regardless of the method used, when conducting an SA, we need to first choose that, among various alternatives, the sensitivity of "what" quantity to input factors is to be assessed? This quantity can be either a direct simulated model output (e.g., simulated streamflow, soil moisture, or evapotranspiration), or a model performance (goodness-of-fit) metric (e.g., absolute error, or sum of squared errors). The difference between the two is that unlike a direct simulated model output, a model performance metric requires also observational records to calculate how well a model is predicting the observed values. This choice of SA criterion is typically made subjectively, and as different model outputs or performance metrics look at different aspects of the model, this choice can have a major impact on the outcome of SA. Accordingly, some studies have advocated the use of multiple criteria for a more comprehensive evaluation of the sensitivity of environmental models. For example, Bastidas et al. (1999) introduced a multi-objective generalized sensitivity analysis (MOGSA) approach for multi-criteria sensitivity analysis of a land surface scheme. Liu et al. (2004) combined MOGSA with an OAT analysis to determine influential parameters of a climate model coupled with a land surface model. Rosolem et al. (2012) extended this approach to a fully multiple-criteria implementation of the Sobol' method (Sobol', 1993) for identifying influential parameters of a land surface model. van Wijk et al. (2008) used four different metrics to analyze the sensitivity of a conceptual rainfall-runoff model across various hydroclimatic conditions. Nossent and Bauwens (2012) evaluated the sensitivity of a semi-distributed environmental model to parameters associated with both water quantity and water quality using multiple criteria. Accordingly, in this study, we conduct our SA using multiple metrics (criteria) to obtain a more comprehensive perspective of our findings with respect to the aforementioned scale issue.

1.2. Objectives

In this paper, our goal is to study the effect of parameter perturbation scale on sensitivity assessment of complex environmental models. Accordingly, following the work by Razavi and Gupta (2015, 2016a,b), in this study, we further explore the scale issue in local and global SA of complex environmental models, highlight its significance, and address it using a suitable SA approach that can take into account the scale-dependency of SA. In order to make our findings more general and less dependent on a case study or a metric choice, we conduct these analyses with multiple models and multiple metrics.

For this purpose, VARS is applied to three different environmental models: HydroGeoSphere (HGS, Aquanty Inc., 2015), Soil and Water Assessment Tool (SWAT 2000; Neitsch et al., 2001), and Modélisation Environnementale—Surface et Hydrologie (MESH, Pietroniro et al., 2007). In each case, the sensitivity of model performance for simulating streamflow hydrograph is analyzed using different metrics selected based on various hydrograph characteristics such as high flows, low flows, and flow volume. Since we use multiple metrics in our study, we are also able to observe the effect of metric choice on the primary findings of this paper and on the results of the sensitivity analysis conducted for these complex environmental models.

In the next section, we first demonstrate the "scale dependency" of sensitivity analysis in environmental modelling studies using an OAT local sensitivity analysis example. Then we describe our methodology and case studies starting with an introduction to the VARS technique. Afterward, we present results and corresponding discussions followed by the concluding remarks at the end.

2. Perturbation scale dependency in sensitivity analysis

Suppose the response surface of a model is represented by function \( f \) as:

\[
y = f(x_1, ..., x_n) \tag{1}
\]

where \( x_1, ..., x_n \) are input parameters of interest varying within a space defined by the n-dimensional hypercube bounded between \( x_{1}^{\text{min}}, ..., x_{n}^{\text{min}} \) and \( x_{1}^{\text{max}}, ..., x_{n}^{\text{max}} \). The local sensitivity of function \( y \) with respect to parameter \( x_i \) (\( i = 1, 2, ..., n \)) at a nominal point \( (x_1^*, ..., x_n^*) \) in the parameter space is defined by the gradient concept and can be formulated as:

\[
s_i = \left. \frac{\partial y}{\partial x_i} \right|_{x_1^*, ..., x_n^*} = \frac{\Delta y}{\Delta x_i} \left|_{x_1^*, ..., x_n^*} \right. \tag{2}
\]

where \( \Delta x_i \) is used instead of \( \partial x_i \) in practical applications for calculating partial derivatives through the finite difference approach, when the analytical form for partial derivatives is not available. \( \Delta x_i \), which is the step size in the parameter space, is a representation of what we refer to as the "perturbation scale". \( \Delta x_i \) is directly the basis of the derivative-based approach to global sensitivity analysis, where "global" sensitivity is interpreted as "some" average behaviour of partial derivatives (slopes) of a model response surface across the parameter space (Razavi and Gupta, 2015). Given that sensitivity is a "relative" concept, in some implementations of the derivative-based approach (e.g., elementary effects of Morris, 1991), the sensitivity index may be calculated on a normalized
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