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**Abstract**

We examine the distribution characteristics of stock market liquidity by employing the generalized additive models for location, scale and shape (GAMLSS) model and three-minute frequency data from Chinese stock markets. We find that the BCPE distribution within the GAMLSS framework fits the distributions of stock market liquidity well with the diagnosis test. We also find that the stock market index exhibits a significant impact on the distributions of stock market liquidity. The stock market liquidity usually exhibits a positive skewness, but a normal distribution at a low level of stock market index and a high-peak and fat-tail shape at a high level of stock market index.

1. Introduction

Liquidity can be statistically defined as market width, depth and immediacy, and dynamically defined as market power and resiliency. Among all the liquidity proxies, market depth and width are commonly used in the existing literature. Brockman and Chung [1] investigate the liquidity distribution by employing the high frequency data from the Hong Kong Stock Exchange and find that the intraweek depth follows a reverse U pattern. Similarly, Plou et al. [2] reveal that the distribution of the stock price spread has a fat tailed feature and follows a power law. Yan et al. [3] find that the probability distribution of relative changes in returns satisfies a power law form. Ponziet al. [4] examine the relaxation dynamics of the bid–ask spread and of the midprice after an abrupt change of the spread in a double auction financial market. Mu et al. [5] observe the distributions of trade sizes and trading volumes for 22 Chinese stocks and find that the size distributions for individual stocks have jumps and the probability density functions exhibit power-law tails for large volumes. Kagraoka [6] examines the liquidity processes and reveals the leptokurtic properties of the return distributions. Toth et al. [7] derive a dynamical model of market liquidity and find the average supply/demand profile is V-shaped and disappears close to the current price. Feng...
et al. [8] develop an agent-based model with stochastic process to show the “fat” tail property in price return distributions. The above studies confirm that the liquidity does not follow the traditional exponential distribution families.

In this paper we employ a new approach or a class of GAMLSS models to investigate the distribution of market liquidity, which proves to be a convenient option when the response variable does not follow the exponential family distributions or when the shape of the response variable’s distribution is clearly determined by covariates. Within the GAMLSS framework, we can expand distribution parameters up to four dimensions at a time, which improves the flexibility of analysis. The application of a non-parametric model within the GAMLSS framework avoids modeling with parameters subjectively. In this paper we also show that the GAMLSS framework can compete with traditional linear regression methods for this high-frequency market liquidity data set in terms of forecast accuracy.

The remainder of this paper is organized as follows: Section 2 presents the GAMLSS model proposed by Rigby & Stasinopoulos [9]. Section 3 describes the statistical characteristics of the data. Section 4 discusses the empirical results. Section 5 concludes the paper.

2. Model and estimation

2.1. The GAMLSS model

The “additive models for location, scale and shape” (GAMLSS) was originally developed by Rigby and Stasinopoulos [9]. For a GAMLSS model, the conditional distribution of the response variable is not required provided the dataset of covariates is a member of the exponential family. Nevertheless, wide ranges of discrete, continuous and mixed discrete–continuous distributions are possible, for example, the distributions based on Box–Cox transformations such as the Box–Cox-t (BCT) distribution, the Box–Cox power exponential (BCPE) distribution, the Student t-family (TF) distribution, the generalized gamma family including generalized gamma (GG) distribution, generalized inverse gamma (GIG) distribution, etc. A detailed list of optional distributions for GAMLSS is presented in [10].

As a methodology for financial economics, the GAMLSS framework allows the distribution parameters of the response variable to be modeled as linear/nonlinear or smooth functions of the explanatory variables. It also allows the simultaneous modeling of several parameters that document the response distribution using the parametric and/or non-parametric functions. In addition, the GAMLSS model has the advantage of extra flexibility as different additive terms such as smoothing splines and random effects can be included in the regression function for the parameters that document the distribution.

2.2. Assumptions

A typical GAMLSS model assumes an independent observations set \( y = (y_1, y_2, y_3, \ldots, y_n)^T \), each \( y_i (i = 1, 2, \ldots, n) \) having conditional probability (density) function \( f(y_i|\theta^i) \), where \( \theta^i = (\theta_{i1}, \theta_{i2}, \ldots, \theta_{ip})^T \) is a vector of \( p \) parameters associated with the explanatory variables related to random effects. When the covariates are stochastic, \( f(y_i|\theta^i) \) is considered to be conditional on their values. The parameters can be derived by regressing the explanatory variables through the known monotonic link functions \( g_k() \).

An addicted model of GAMLSS is as follows:

\[
g_k(\theta_k) = \eta_k = X_k \beta_k + \sum_{j=1}^k Z_{jk} \gamma_{jk} \tag{1}
\]

where \( \theta_k \) and \( \eta_k \) are \( n \times 1 \)-dimension vectors, \( \beta_k = (\beta_{1k}, \beta_{2k}, \ldots, \beta_{jk})^T \) is a vector of length \( J_k \), \( X_k \) and \( Z_{jk} \) are fixed design covariance matrices of length \( n \times J_k \), and \( n \times q_{jk} \), and \( \gamma_{jk} \) is a \( q_{jk} \)-dimension vector of random variables.

In most cases, \( \theta^i = (\theta_{i1}, \theta_{i2}, \ldots, \theta_{ip})^T \) is a four-dimension vector of distribution parameters, i.e. \( \theta^i = (\mu_i, \sigma_i, \nu_i, \tau_i)^T \) which are the distribution parameters, where \( \mu_i \) is the location indicating the mean of distribution, \( \sigma_i \) is the scale indicating the variance of distribution, and \( \nu_i \) and \( \tau_i \) are shape parameters representing the skewness and kurtosis of distribution.

As proposed by Rigby and Stasinopoulos [11], the addicted model \( g_k(\theta_k) \) can be expanded to the following semi-parametric form (Eq. (2)) and nonlinear semi-parametric additive form (Eq. (3)):

\[
g_k(\theta_k) = \eta_k = X_k \beta_k + \sum_{j=1}^k h_{jk}(\gamma_{jk}) \tag{2}
\]

\[
g_k(\theta_k) = \eta_k = h(X_k, \beta_k) + \sum_{j=1}^k h_{jk}(\gamma_{jk}) \tag{3}
\]

where \( h() \) is the nonlinear model, and \( h_{jk} \) is the non-parameter fitting model (cubic smoothing function, etc.).
دریافت فوری
متن کامل مقاله

امکان دانلود نسخه تمام متن مقالات انگلیسی
امکان دانلود نسخه ترجمه شده مقالات
پذیرش سفارش ترجمه تخصصی
امکان جستجو در آرشیو جامعی از صدها موضوع و هزاران مقاله
امکان دانلود رایگان ۲ صفحه اول هر مقاله
امکان پرداخت اینترنتی با کلیه کارت های عضو شتاب
دانلود فوری مقاله پس از پرداخت آنلاین
پشتیبانی کامل خرید با بهره مندی از سیستم هوشمند رهگیری سفارشات