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ABSTRACT

This paper proposes a new kind of data weighted fuzzy c-means clustering approach. Different from most existing fuzzy clustering approaches, the data weighted clustering approach considers the internal connectivity of all data points. An exponent impact factors vector and an influence exponent are introduced to the new model. Together they influence the clustering process. The data weighted clustering can simultaneously produce three categories of parameters: fuzzy membership degrees, exponent impact factors and the cluster prototypes. A new fuzzy algorithm, DWG-K, is developed by combining the data weighted approach and the G-K. Two groups of numerical experiments were executed. Group 1 demonstrates the clustering performance of the DWG-K. The counterpart is the G-K. The results show the DWG-K can obtain better clustering quality and meanwhile it holds the same level of computational efficiency as the G-K holds. Group 2 checks the ability of the DWG-K in mining the outliers. The counterpart is the well-known LOF. The results show the DWG-K has considerable advantage over the LOF in computational efficiency. And the outliers mined by the DWG-K are global. It was pointed out that the data weighted clustering approach has its unique advantages when mining the outliers of the large scale data sets, when clustering the data set for better clustering results, and especially when these two tasks are done simultaneously.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Artificial intelligence research and application involve a number of sub-areas. This paper discusses two of them: cluster-based pattern recognition and outlier mining. For a given data set, cluster-based pattern recognition refers to dividing the data set into several patterns using the cluster methods. Outlier mining refers to finding the abnormal data points in the data set and mining the information that they contain [1]. On one hand, cluster-based pattern recognition and outliers mining hold close connectivity; the outliers in the data set must be detected and appropriately processed, for example, replaced by the normal points or directly eliminated when necessary. The goal is to reduce their negative influences on the results of the cluster-based pattern recognition [2]. On the other hand, the treatment of the outliers is obviously different for cluster-based pattern recognition and outlier mining. For the cluster-based pattern recognition, outliers are usually regarded as “harmful”, the main measures taken here are to minimize or eliminate this harm and the outliers are detected as the by-products of the clustering. While for the outlier mining, the outlier itself becomes the focus. The main task is to mine, not only to detect the outliers. In addition, the methods used in these two areas are different under most circumstances. For the outlier mining, the main methods are based on statistics, density, distance, and feature deviation [1]. Cluster-based methods have been reported but they are not very popular. In reality, there is a common demand that can be summarized as follows: for a given data set which contains a certain number of outliers, the analysis of the data set simultaneously involves three tasks. The first is to cluster the data set. The data set is clustered into several groups, and then the belonging of each data point to the prototypes is subsequently determined. The second is to establish the classifiers. The classifiers are established by the cluster prototypes. Lastly, to mine the outliers. This includes detecting the outliers and
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In order to solve the above problems, this paper proposes a new fuzzy clustering approach, which is called data weighted fuzzy clustering approach. The core idea of this novel approach is the nature of each data point in the data set is “different” from one another, and internal connectivity exists among all data points. A constraint which describes the internal connectivity is given in the data weighted fuzzy clustering approach. A set of exponent impact factors and an influence exponent are introduced to the novel objective function. Together they influence the clustering process and realize the goal of treating each data point differently. Because the data weighted clustering approach considers the internal connectivity of all data points, it holds a strong ability to handle the outliers. When the data weighted approach is used to cluster the data set, not only can it get much better clustering qualities than the existing clustering models do, it can also effectively detect the outliers and easily mine information related to the outliers. In contrast, most existing fuzzy clustering models neglect the internal connectivity of all data points. They treat them equally in the process of clustering. This paper gives the theoretical model of the data weighted fuzzy clustering approach, and numerical experiments are given to verify the performance of the data weighted fuzzy clustering approach in clustering and mining outliers, particularly when they are done simultaneously.

This paper is presented as follows: Section 2 reviews related work carried out on the existing fuzzy clustering and outlier mining. Section 3 describes the data weighted fuzzy clustering approach. First, the mathematical model and some update equations are reasoned. Second, a conventional fuzzy clustering algorithm, Gustafson–Kessel (hereinafter, in short, G–K), is introduced and is combined with the proposed data weighted approach, as a result, the data weighted G–K algorithm, DWG–K for short, is developed. Section 4 tests and verifies the DWG–K by the numerical experiments on two real data sets. The experiments have been divided into two groups, group one verifies the clustering performance of the DWG–K, compared with the G–K. Group two verifies the ability of the DWG–K in mining the outliers, compared with the LOF. Section 5 discusses the roles of two new parameters: the exponent impact factors and the influence exponent. Section 6 concludes the research results.

2. Related work

Cluster analysis is one of several important tools in modern data analysis. The general philosophy of cluster analysis is to divide the data set into several homogeneous groups. Division is based on similarity or dissimilarity. The objects in the same group tend
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