Situation reactive approach to Vendor Managed Inventory problem
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A B S T R A C T

In this research, we deal with VMI (Vendor Managed Inventory) problem where one supplier is responsible for managing a retailer’s inventory under unstable customer demand situation. To cope with the nonstationary demand situation, we develop a retrospective action-reward learning model, a kind of reinforcement learning techniques, which is faster in learning than conventional action-reward learning and more suitable to apply to the control domain where rewards for actions vary over time. The learning model enables the inventory control to become situation reactive in the sense that replenishment quantity for the retailer is automatically adjusted at each period by adapting to the change in customer demand. The replenishment quantity is a function of compensation factor that has an effect of increasing or decreasing the replenishment amount. At each replenishment period, a cost-minimizing compensation factor value is chosen in the candidate set. A simulation based experiment gave us encouraging results for the new approach.
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1. Introduction

Fierce competition in today’s global markets, the introduction of products with shorter life cycles, and the heightened expectations of customers have forced business enterprises to focus attention on and invest in their supply chain management (Simchi-Levi, Kaminski, & Simchi-Levi, 2000). It is an effective means of the enterprises to improve their service levels for customers at minimum costs. One of key factors to improve their service levels is to efficiently manage the inventory level of each participant within supply chains.

Traditional “order-and-supply” based inventory control policy suffers from inordinate amount of surplus stocks at suppliers. In general, the suppliers do not know the order quantities of retailers in advance and have to maintain more safety stocks than they actually need for on-time replenishment. This causes the magnification of demand fluctuations as orders move up to upstream sites in a supply chain, which is called “bullwhip effect” (Lee, Padmanabhan, & Whang, 1997). To resolve the problem, VMI (Vendor Managed Inventory) model has been developed in industry.

VMI is a successful inventory control model for a two-stage supply chain in which a supplier directly manages the inventory level of a retailer (Achabal, McIntyre, Smith, & Kalyanam, 2000). Within the VMI model, the retailer provides the supplier with information on its sales and inventory level and the supplier determines the replenishment quantity at each period based on the information. Throughout the VMI model, the supplier can set up efficient replenishment plans, while the retailer can receive appropriate amounts of replenishment on time (Kaipia, Holmstrom, & Tanskanen, 2002; Lee, So, & Tang, 2000).

Customer demands have recently become more and more unstable with the widespread introduction of e-commerce, because they easily fluctuate even with minor price changes on-line. The advent of products with a variety of qualities and functions is another reason of instability in customer demands, which, in turn, increases the uncertainty of demand forecasting followed by higher inventory costs due to unnecessary inventory surplus or shortage.

In fact, inventory control has been studied for several decades for cost savings of enterprises (Axsäter, 2000, 2001; Moinzadeh, 2002; Zipkin, 2000). They have tried to maintain appropriate inventory levels to cope with stochastic customer demands and to boost their image through customer satisfaction. However, most theoretical inventory models require that the statistical characteristics of customer demand is known or can be estimated through sophisticated time series models when customer demands show nonstationary behaviors. These prerequisites are not practical from the aspects of the analysis time and efforts, especially when the supplier deals with hundreds of different items and the most of their demands fluctuate over time differently. As a consequence, the importance of situation reactive models has surfaced with the necessity of adaptively controlling the parameters of inventory.
control models according to the change in customer demand (Alstrem & Madsen, 1996; Gavirneni & Tayur, 2001; Graves, 1999).

Action-reward learning is considered as one of the reinforcement learning techniques. The action-reward learning progressively finds the best among several possible actions in a non-static environment (Sutton & Barto, 1998) through exploitation and exploration. The basic principle of action-reward learning is as follows. When an agent chooses a certain action, the state of the non-static environment changes and the reward for the action is also determined. The reward is a numerical value that is the input to the performance measure of the action. Through the repetitive process of applying actions, the agent continuously updates the performance measures of all actions and can choose the best action based on the updated performance measures. This conventional action-reward learning generally has a trade-off between exploitation and exploration. An exploitation is to choose an action with the best value of performance measure and apply it to the non-static control system, while an exploration is to choose an action with immature learning to boost the reliability of the performance measure of the chosen action.

Kim, Jun, Baek, Smith, and Kim (2005) proposed an adaptive inventory control model for supply chains with unstable customer demands by applying the conventional action-reward learning method. The model dealt with an inventory control problem where decision variable is order interval between a supplier and a retailer. Replenishment quantity is assumed to be fixed. They proposed a method that controls both supplier’s safety lead time and retailer’s safety stock adaptively according to the variation of customer demand stream. The objective of the model is to satisfy the target service level predefined for each retailer. In their approach, action is probabilistically selected in order to balance the exploitation and exploration. However, the probabilistic action selection rule brings about a problem that its learning rate is getting slow with many explorations as the number of actions increases. Thus, it takes a very long time to find a good decision policy due to exploration, particularly in on-line learning.

In this paper, we propose a situation reactive VMI approach that adapts replenishment quantity over time according to the changes in customer demand stream. To cope with the nonstationary demand situation, we develop retrospective action-reward learning model that is faster in learning than the conventional action-reward learning and more suitable to apply to the control domain where rewards for actions vary over time. The retrospective analysis based model improves the learning rate of action-reward learning by eliminating the exploration.

The objective function of the inventory control is to minimize the long run average of inventory shortage and holding costs that are incurred at each replenishment period. This approach does not assume that customer demand process does follow a specific stochastic model such as Markov chain (Gavirneni & Tayur, 2001) and autoregressive time series (Graves, 1999). In other words, any statistical assumption about customer demand is not required to compute the replenishment quantity. The replenishment quantity is a function of compensation factor (CF) that has an effect of increasing or decreasing the replenishment amount, and at each replenishment period, a cost-minimizing CF value is automatically chosen among the candidate set by using the retrospective action-reward learning.

The remainder of this paper is organized as follows. Section 2 introduces the basic concepts of action-reward learning and explains its application to nonstationary VMI situation. In Section 3, the situation reactive algorithm is presented in detail with some formal definitions. In Section 4, a simulation environment is explained and the results of the simulation based experiments are presented with discussions. Finally, conclusions are provided in Section 5.

2. Basic concepts

2.1. Action-reward learning

The integral component of the situation reactive approach is action-reward learning. Popular reinforcement learning methods, such as Q-learning and temporal difference learning (Mitchell, 1997; Sutton & Barto, 1998), were developed for Markov decision process with incomplete information on state transition that is used for determining the best action for each visited state. In inventory control case, state corresponds to the amount of inventory remaining before replenishment decision is made, and the state is influenced by customer demand pattern. However, due to the assumption of time-independent state change, the Markovian learning models cannot be directly applied to a supply chain where the behavior of customer demand is unstable over time. Although the action-reward learning is simpler than the Markovian learning models, it is capable of learning the best among several possible actions in a dynamically changing environment.

Typical learning model adopts single-update-at-a-time mechanism. That is, at period \( t \), the model updates the performance measure of action selected at the previous period \( t-1 \), because the reward of the action can be only discovered at \( t \). The updates of the other actions are delayed until they are selected probabilistically in the future. In this learning mechanism, large number of actions critically deteriorates the reliability of their performance measures, which results in a poor control performance. In this research, we propose a multiple-update-at-a-time mechanism named retrospective analysis by extending the asynchronous learning mechanism (Kim, Kim, & Baek, 2008) which was developed to control order interval between two supply chain members. However, due to irregular order interval, the characteristics of the supply chain considered in their model, the asynchronous learning mechanism has a limitation that only some of the actions that satisfy an update condition are eligible for update simultaneously. On the other hand, the retrospective analysis proposed in this paper is capable of updating the performance measures of all actions at each period very efficiently, thereby the best action for the current period can be found with little computational burden and greater reliability.

2.2. Mapping to nonstationary VMI situation

Fig. 1 summarizes the learning in nonstationary VMI situation. The supplier plays the role of an agent and its mission is to deliver the right amount of products (\( Q_t \)) in the beginning of each replenishment period to the retailer so that the long run average inventory cost is minimized. The replenishment quantity is determined based the forecasted mean demand during the next order period, a CF value, and the inventory amount of retailer remaining at the end of the current period. The CF value that should be chosen in the beginning of each period by the supplier is defined as an
دریافت فوری متن کامل مقاله

امکان دانلود نسخه تمام متن مقالات انگلیسی
امکان دانلود نسخه ترجمه شده مقالات
پذیرش سفارش ترجمه تخصصی
امکان جستجو در آرشیو جامعی از صدها موضوع و هزاران مقاله
امکان دانلود رایگان ۲ صفحه اول هر مقاله
امکان پرداخت اینترنتی با کلیه کارت های عضو شتاب
دانلود فوری مقاله پس از پرداخت آنلاین
پشتیبانی کامل خرید با بهره مندی از سیستم هوشمند رهگیری سفارشات