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Abstract

Very little research in knowledge discovery has studied how to incorporate statistical methods to auto-
mate linear correlation discovery (LCD). We present an automatic LCD methodology that adopts statis-
tical measurement functions to discover correlations from databases’ attributes. Our methodology
automatically pairs attribute groups having potential linear correlations, measures the linear correlation
of each pair of attribute groups, and confirms the discovered correlation. The methodology is evaluated
in two sets of experiments. The results demonstrate the methodology’s ability to facilitate linear correlation
discovery for databases with a large amount of data.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

As competition among businesses continue to increase, it is crucial for organizations to dis-
cover knowledge that could give them advantages over their competitors. In the past, such
knowledge often was obtained by collecting data and testing it against some predefined
hypothesis (i.e., a hypothetico-deductive approach to obtaining knowledge). Lately, greater
emphasis has been given to discovering (inducing) knowledge from existing databases. The
knowledge discovery approach employs various data mining algorithms such as association
rule mining algorithms [1] to obtain knowledge from databases. However, very little work
has investigated the possibility of automating traditional data analysis using statistical methods
for knowledge discovery [2-5]. Because the amount of data generated and accumulated contin-
ues to exceed the number of available experienced analysts [6], it is imperative to develop
methods to automate and expedite data analysis for knowledge discovery from existing data-
bases [7,8]. This research establishes a novel discovery methodology to induce business knowl-
edge (also called business intelligence) in the form of linear correlations for better decision
making.

As an illustration of the usefulness of such automated knowledge discovery, consider an
organization with globally distributed factories that wants to determine how factory effectiveness
can be improved. Factory effectiveness includes various aspects, such as, cost per unit produced,
output per day and factory downtime. Furthermore, many possible factors could influence fac-
tory effectiveness, including wages, reliability of supply, and age of the factory. In traditional
data analysis, data analysts must first propose a set of hypotheses for testing. Statistics software,
such as SAS/STAT and SPSS Base, can provide only the mechanisms to test these possible rela-
tionships [9]. Therefore, data analysts are responsible for ascertaining the appropriate analysis
that will identify relationships through hypothesis testing, and must manually select the appro-
priate factor, outcome, and measurement function for each analysis. Often, fatigue, overhead,
manpower cost, and the limits of human cognitive capability detract from a thorough under-
standing and complete analysis of the sheer volume of data available from existing business
databases.

In this research, we demonstrate that these manual tasks of traditional data analysis (i.e., pro-
posing hypotheses and selecting factors, outcomes, and measurement functions) can be auto-
mated for knowledge discovery in databases. Specifically, we automate linear correlation
discovery (LCD), the goal of which is to determine whether two attributes or sets of attributes
(i.e., attribute groups) have a relationship. A thorough discussion of LCD is presented in Section
2.1.

Some previous work has addressed related problems. Hou [3] developed a system that deter-
mined whether a regression or a classifier were appropriate for analyzing a system. The SNOUT
project [2] derived some properties of attributes that could be leveraged for analysis. Aladwani [4]
created an expert system to select an appropriate multiple-comparison test. Some authors have
developed clustering or classification algorithms based on correlation (e.g., derivatives of Principle
Component Analysis [5]), while others have developed pre-processors to select the ‘best’ algorithm
for a given task [7,8]. However, to our knowledge, no one has attempted specifically to automate
linear correlation discovery.
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