Clusterwise PLS regression on a stochastic process
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Abstract

The clusterwise linear regression is studied when the set of predictor variables forms a $L_2$-continuous stochastic process. For each cluster the estimators of the regression coefficients are given by partial least square regression. The number of clusters is treated as unknown and the convergence of the clusterwise algorithm is discussed. The approach is compared with other methods via an application on stock-exchange data.
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1. Introduction

Cluster analysis based on stochastic models considers that a cluster is a subset of data points which can be modeled adequately in order to reflect the meaning of homogeneity with respect to the certain data analysis problem. The clusterwise linear regression supposes that the points of each cluster are generated according to some linear regression relation: given a dataset $\{(x_i, y_i)\}_{i=1,...,n}$ the aim is to find simultaneously an optimal partition $\mathcal{G}$ of data in $K$ clusters, $1 \leq K < n$, and regression coefficients $((x_i, \beta)) = \{((x_i, \beta_i))_{i=1,...,K}$ within...
each cluster which maximize the overall fit:

\[ G : \{1, \ldots, n\} \rightarrow \{1, \ldots, K\}, \quad G^{-1}(i) \neq \phi, \quad \forall i = 1, \ldots, K, \]

\[ \forall i = 1, \ldots, K, \quad y_j = \alpha_i + \langle \beta_i, x_j \rangle + \epsilon_{ij}, \quad \forall j : G(j) = i, \]

\[ (\alpha, \beta) = \text{argmin} \sum_{i=1}^{K} \sum_{j : G(j) = i} \epsilon_{ij}^2. \]

In such a model, the parameters that have to be estimated are: the number of clusters \( K \), the regression coefficients for each cluster \((\alpha_i, \beta_i)\) and the variance of residuals \(\epsilon_{ij}\) within each cluster. Charles (1977) and Spaeth (1979) propose methods for estimating these parameters considering a kind of piecewise linear regression based on the least-square algorithm of Bock (1969). The algorithm is a special case of \( k \)-means clustering with a criterion based on the minimization of the squared residuals instead of the classical within dispersion. The estimation of local models \((\alpha_i, \beta_i)\) could be a difficult task (number of observations less than the number of explanatory variables, multicollinearity). Solutions such as clusterwise principal component regression (CW-PCR) or ridge regression (RR) are considered in Charles (1977). The partial least squares (PLS) approach (Wold et al., 1984) is considered for finite number of predictors by Esposito Vinzi and Lauro (2003) as PLS typological regression. Other approaches based on mixture of distributions are developed in DeSarbo and Cron (1988), Hennig (2000) and Hennig (1999).

In this paper, we propose to use the PLS estimators for regression coefficients of each cluster in the particular case where the set of explanatory variables forms a stochastic process \( X = (X_t)_{t \in [0, T]} \), \( T > 0 \). Thus, clusterwise PLS regression on a stochastic process is an extension of the global PLS approach given in Preda and Saporta (2002). The paper is divided into three parts. In the first part we introduce some tools for linear regression on a stochastic process (PCR, PLS) and justify the choice of the PLS approach. The clusterwise linear regression algorithm adapted to PLS regression as well as aspects related to the prediction problem are discussed in the second part. In the last part we present an application of the clusterwise PLS regression to stock-exchange data and compare the results with those obtained by other methods such as Aguilera et al. (1997) and Preda and Saporta (2002).

2. Some tools for linear regression on a stochastic process

Let \( X = (X_t)_{t \in [0, T]} \) be a random process and \( Y = (Y_1, Y_2, \ldots, Y_p) \), \( p \geq 1 \), a random vector defined on the same probability space \((\Omega, \mathcal{A}, P)\). We assume that \( (X_t)_{t \in [0, T]} \) and \( Y \) are of second order, \( (X_t)_{t \in [0, T]} \) is \( L_2 \)-continuous and for any \( \omega \in \Omega, t \mapsto X_t(\omega) \) is an element of \( L_2([0, T]) \). Without loss of generality we assume also that \( E(X_t) = 0, \forall t \in [0, T] \) and \( E(Y_i) = 0, \forall i = 1, \ldots, p \).

It is well known that the approximation of \( Y \) obtained by the classical linear regression on \( (X_t)_{t \in [0, T]} \), \( \hat{Y} = \int_0^T \beta(t)X_t \, dt \) is such that \( \beta \) is in general a distribution rather than a function of \( L_2([0, T]) \) (Saporta, 1981). This difficulty appears also in practice when one tries to estimate the regression coefficients, \( \beta(t) \), using a sample of size \( N \). Indeed, if
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