Optimal restarting distribution after repair for a Markov deteriorating system
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Abstract

We consider a repairable system such that different completeness degrees are possible for the repair (or corrective maintenance) that go from a ‘minimal’ up to a ‘complete’ repair. Our question is: to what extent must the system be repaired in case of failure for the long-run availability to be optimal? The system evolves in time according to a Markov process as long as it is running, whereas the duration of repairs follows general distributions. After repair, the system starts again in the up-state i with probability \( d(i) \). We observe from numerical examples that the optimal restarting distribution \( d^{opt} \) (such that the long-run availability is optimal) is generally random and does not correspond to a new start in a fixed up-state. Sufficient conditions under which the optimal restarting distribution is non-random are given. Also, the optimal restarting distribution is provided for two classical structures in reliability. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Let us consider a repairable system such that different completeness degrees are possible for the repair (or corrective maintenance), that go from a ‘minimal’ up to a ‘complete’ repair. One may think, for instance, of a system with redundant components. Our questions are: in case of failure, is it worth achieving complete repairs, that may be long (or costly), or is it better to repair the system as quickly as possible? To what extent should the corrective maintenance be performed? The answer to such questions highly depends on the criterion used to measure the performance of the system: we are interested here in the long-run availability, that is the probability for the system to be up in the long run. Our problem then is to find the degree of the repair such that the long-run availability is optimal. In Ref. [1], we studied such kinds of problems, but we concentrated there on finding conditions under which complete repairs are optimal, namely, we showed that for a system with some kind of ageing property, complete repairs are optimal. As for other papers about maintenance optimization, most of them actually deal with preventive maintenance, only a few with corrective maintenance. Nearest problems from ours may be found in papers dealing with redundancy optimization. One may think for instance about Chapter 6 of Ref. [2], to Ref. [3], or to Ref. [4] and references therein. In such papers, the authors are mainly interested in optimizing reliability under constraints or under the assumption of two failure modes. Their aim is to provide algorithms for finding optimal redundancy. The closest work from ours was found in Ref. [5] where the authors consider a system composed of \( N \) identical parallel units, for which they show (among other results) that even in the case of units with constant failure rate, cost may be improved by deliberately taking out of operation some non-failed units. The question then arises to find the optimal number of units to be put into operation (or to repair in case of failure), which they compute under different assumptions.

Here, we do not fix the structure of the system as the previous authors did, but we assume that the system evolves in time according to a Markov process as long as it is running. When the system fails, a repair is begun with a general distribution. After repair, we assume that the system always starts again in the same way. More precisely, if the up-states of the system are denoted by 1, 2, ..., \( m \), the system starts again after any repair in state \( i \) \((1 \leq i \leq m)\) with the same probability, denoted by \( d(i) \). This means that we allow the new starts after repair to be random. As for the technical realization of such a thing, let us think for instance of a system composed of two parallel subsystems with two repairmen facilities. In case of failure, the repair of both
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subsystems is begun simultaneously. Then, we decide to let the system start again as soon as one is over. Also, we may adjust the new start of the system according to the desired restarting distribution by adding some repairmen facilities for one of the subsystems.

For such a system (see Section 2 for more details), we compute the long-run availability $A_\infty(d)$ (in Section 3, Theorem 1) and then comes our problem, namely to look for the restarting distribution $\hat{\sigma}_p$ that makes the long-run availability optimal. We first observe from a numerical example (Example 1) that this optimal distribution does not always correspond to a new start in a fixed up-state and may be random. This justifies the introduction of a random distribution for the new starts after repair, though we also observe that the optimal distribution often is non-random. A natural problem then is to look for conditions under which the optimization may be limited to such non-random distributions. Indeed, from a practical point of view, it is easier to know exactly which components to repair in case of failure. Besides, from a theoretical point of view, the research of the optimal restarting distribution is, under such conditions, highly simplified. There are, in that case, only $m$ possible restarting distributions, whereas all the possible distributions on $\{1, \ldots, m\}$ have to be considered in the general case. Such sufficient conditions are given in Theorem 2 (Section 4). They are tested on some examples, and then used to study ‘k out of n’ standby structures (in Section 5): for both of them, we show that the optimal restarting distribution is non-random and corresponds to an optimal number of components to be repaired in case of failure, which we compute. This easily provides us with the optimal number of redundant components to be set up in those structures, in case of complete repairs.

We now specify our assumptions and notations.

2. Assumptions — notations

The system evolves in a finite state space, composed of $m$ up-states $(1, 2, \ldots, m)$ and $p$ down-states $(m - 1, \ldots, m + p)$. Let us assume, for instance, that the system starts from an up-state. It then evolves in time according to a Markov process up to its first failure and almost surely breaks down after a finite time: $P_i(T < +\infty) = 1$ for every $i \in \{1, \ldots, m\}$, where $T$ is the first up-period of the system. The system evolves according to the same Markov process after any repair. The repair of the system begins as soon as it breaks down and has a random duration that is independent of the previous evolution of the system. If the system is in the down-state $m + k(1 \leq k \leq p)$, and if the system starts again in the up-state $i$ after repair, then the repair has the same (general) distribution as a random variable $R_{m+k,i}$, with a finite mean $\mathbb{E}(R_{m+k,i})$. Let $R$ be the $p \times m$ matrix of the $\mathbb{E}(R_{m+k,i})$s. After any repair, the system starts again from an up-state that is assumed to be independent of the previous evolution of the system (and consequently, on the down-state by the time of the repair). Then, $d(i)$ is the probability for the system to start again from state $i(1 \leq i \leq m)$ after any repair and $d = (d(1), d(2), \ldots, d(m))$ is the so-called restarting distribution (after repair). Note that the assumption according to which this distribution is the same after any down-state implies that there are some up-states that may be reached by repair from any down-state (they are numbered from 1 to $m_0$) and that the support of $d$ is included in $\{1, \ldots, m_0\}$.

We denote the Markov process that describes the evolution of the system up to its first failure by $(X_t)_{t \geq 0}$:

$$X_t = \begin{cases} 
\text{state of the system} & \text{if } t < T, \\
m + k & \text{if } t \geq T \text{ and } X_T = m + k.
\end{cases}$$

(The down-states of the system are made absorbing).

Let $A$ be the (infinitesimal) generator of $(X_t)$. The matrix $A$ is subdivided as follows:

$$A = \begin{pmatrix} A_1 & A_2 \\
\hat{\sigma}_p & 0_p \end{pmatrix}$$

where $A_1 = (a_{ij})_{1 \leq i \leq m, 1 \leq j \leq m}$, $A_2 = (a_{ij})_{1 \leq i \leq m, m + 1 \leq j \leq m + p}$ (matrix of the failure rates) and $\hat{\sigma}_p$ (resp. $\hat{\sigma}_p$) is the $p \times m$ (resp. $p \times p$) matrix of zeros.

For $1 \leq i \leq m$, $P_i$ is the conditional probability $P_i(X_0 = i)$ and $E_i$ is the conditional expectation with respect of $P_i$.

Let $G$ be the $m \times m$ matrix such that $G_{ij} = \int_0^{+\infty} P_i(i, j)dr$, where $P_i(i, j) = P_i(X_t = j)$, for any $1 \leq i, j \leq m$, $t \geq 0$.

Then, $G_{ij}$ represents the time spent in state $j$ when the systems starts from state $i$.

We recall that $G = A_1^{-1}$ (see Ref. [6], Theorem 4.25 for instance).

Now, let $(Z_t)$ be the process that describes the evolution of the system, with no truncation at time $T$. Note that $(Z_t)$ is a semi-regenerative process: indeed, if we have a look at the succession of the new starts after repair (at $S_n, n \in \mathbb{N}$), it is readily seen that the later evolution of the system after a new start only depends on the state in which it starts again.

For $1 \leq i \leq m$, let $\text{MUT}_i$, and $\text{MDT}_i$ respectively be the mean time to failure and the mean duration of the first repair when the system starts from the up-state $i$. Then, symbols $\text{MUT}_i$, and $\text{MDT}_i$ respectively represent the mean up time and the mean down time on a cycle of the semi-regenerative process $(Z_t)$ that starts in state $i$.

We will use the notations:

$$\text{MUT} = \begin{pmatrix} \text{MUT}_1 \\
\text{MUT}_2 \\
\vdots \\
\text{MUT}_m \end{pmatrix} \quad \text{and} \quad \text{MDT} = \begin{pmatrix} \text{MDT}_1 \\
\text{MDT}_2 \\
\vdots \\
\text{MDT}_m \end{pmatrix}$$

Also, $\bar{n}$ and $\vec{\sigma}$, respectively, are the $n \times 1$ column vectors filled with ones and zeros (with $n \in \mathbb{N}^*$).
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