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A B S T R A C T

A great deal of research has been devoted to prediction of bankruptcy, to include application of data mining. Neural networks, support vector machines, and other algorithms often fit data well, but because of lack of comprehensibility, they are considered black box technologies. Conversely, decision trees are more comprehensible by human users. However, sometimes far too many rules result in another form of incomprehensibility. The number of rules obtained from decision tree algorithms can be controlled to some degree through setting different minimum support levels. This study applies a variety of data mining tools to bankruptcy data, with the purpose of comparing accuracy and number of rules. For this data, decision trees were found to be relatively more accurate compared to neural networks and support vector machines, but there were more rule nodes than desired. Adjustment of minimum support yielded more tractable rule sets.

The paper is organized as follows. Section 2 reviews previous research on bankruptcy prediction based on data mining methods. Section 3 describes data mining methodologies. Section 4 discusses the data collected and Section 5 presents data analysis and prediction model building methods as well as the results obtained from different data mining techniques. Section 6 gives our conclusions.

2. Data mining model transparency

Model transparency relates to human ability to understand what the model consists of, leading ideally to the ability to apply it to new observations (which we might term transportability). If a model is transparent, it can be transported. Some models have consistently proven to be strong in their ability to fit data, such as neural network models, but to have low transparency or transportability. Neural networks by their nature involve highly complex sets of node connections and weights that can be obtained from software, but at a high cost in terms of transparency and transportability because there are so many nodes and weights. Conversely, logistic regression (or logit regression) have a form that can be understood and transported quite easily. Beta weights can be used to multiply times observation measures, yielding a score that can be used to classify new observations with relative ease. Support vector machines share the characteristics of transparency and transportability with neural network models. Decision tree models are highly transparent, yielding IF−THEN rules that are easier to comprehend and apply than even regression models.

Thus the issue of transparency primarily applies to neural network models. Önse et al. [25] used artificial neural network models to generate weights of 178 criteria which were then used in a model to classify country
It has been recognized in the engineering field that neural network models need greater transparency [20]. There have been a number of applications [17,27,37] proposing a neurofuzzy framework to take advantage of neural network learning ability and rule-based transparency. Risser et al. [31] used neural networks to fit data, and jack-knife, bootstrap, and their own validation samples to obtain transparent models for evaluation of driver’s license suspension. Yuan et al. [47] proposed a fuzzy neural network controller in the electronics field as a means to combine semantic transparency of rule-based fuzzy systems with the ability of neural networks to fit data. Chan et al. [8] used a similar approach to support vector regression models.

3. Data mining methodology

In a comparative analysis of multiple prediction models, it is a common practice to split the complete data set into training and testing sub sets, and compare and contrast the prediction models based on their accuracy on the test data set. In splitting the data into training and testing dataset one can choose to make a single split (e.g., half of the data for training and other half of the data for testing) or multiple splits, which is commonly referred to as k-fold cross validation. The idea behind k-fold cross validation is to minimize the bias associated with the random sampling of the training and holdout data samples. Specifically, in k-fold cross validation the complete data set is randomly split into k mutually exclusive subsets of approximately equal size. Each prediction model is trained and tested k times using exactly the same k data sets (i.e., folds). Each time, the model is trained on all but one folds and tested on the remaining single fold. The cross validation estimate of the overall accuracy of a model is calculated by averaging the k individual accuracy measures as shown in the following equation

\[ OA = \frac{1}{k} \sum_{i=1}^{k} A_i \]

where OA stands for overall cross validation accuracy, k is the number of folds used, and A is the accuracy measure of each folds.

Since the cross-validation accuracy would depend on the random assignment of the individual cases into k distinct folds, a common practice is to stratify the folds themselves. In stratified k-fold cross validation, the folds are created in a way that they contain approximately the same proportion of predictor labels as the original dataset. Empirical studies showed that stratified cross validation tend to generate comparison results with lower bias and lower variance when compared to regular cross-validation [16]. In this study, to estimate the performance of predictors a stratified 10-fold cross validation approach is used. Empirical studies showed that 10 seem to be an “optimal” number of folds (that balances the time it takes to complete the test and the bias and variance associated with the validation process) [7,16]. The methodology followed in the study is depicted in Fig. 1.

3.1. Prediction methods

In this study, several popular classification methods (e.g., artificial neural networks, decision trees, support vector machines and logistic

![Fig. 1. A graphical depiction of the methodology followed in this study.](image-url)
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