Cost analysis and optimization for IP multicast group management
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Abstract

This paper studies the system parameters that affect the total cost of managing the multicast group on a router. A Petri net model is first proposed to describe the states and transitions of the multicast group management. Based on this model, a delayed vacation queue, extended from a simple M/M/1 queue, is used to analyze the total cost of the multicast group management under various system conditions. The formal analysis reveals that the total cost of the multicast group management is minimized when a router delays a certain time to send its pruning messages to upstream routers. Furthermore, a formula is derived to calculate the optimal delay time for sending the pruning messages to minimize the multicast group management cost. To validate this cost analysis model, an IP multicast group management module is added to the NS-2 simulator to simulate the IP multicast group management. The simulation results under various system parameters are consistent with the results obtained by formal analyses, validating the proposed cost analysis model.

Keywords: IP Multicast; Group management; Delayed vacation queue; Cost analysis; Optimization; NS-2

1. Introduction

Internet Protocol (IP) multicast [1,2] is a bandwidth-conserving technique that reduces network traffic by simultaneously delivering a single stream of information to a large number of network hosts. IP multicast delivers source traffic to multiple receivers without adding any additional burden on the source or the receivers while using the least network bandwidth of any competing technology. High-bandwidth applications, such as video streaming, may require a large portion of the available network bandwidth for a single stream. In these applications, an efficient way of sending data simultaneously to more than one receiver is by using IP multicast. Fig. 1 demonstrates how data are delivered from one source to a group of interested recipients by using IP multicast.

Multicast is based on the concept of grouping the receivers with a common interest to receive a single data stream. This multicast group should not have any physical or geographical boundaries, i.e., the hosts can be located anywhere on the Internet. Although senders not belonging to a multicast group can send datagrams to group members, hosts must be a member of this group to receive the multicast data stream. Since any host can join a multicast group without authentication and leave the group at any time, it is challenging to efficiently manage the dynamic multicast group. In current Internet architecture, the management and maintenance of the multicast group membership is defined in the Internet Group Management Protocol (IGMP) [1,3,4]. IGMP is a protocol used between hosts and multicast routers on a single physical network to establish membership of a particular multicast group. A host identifies its group membership by sending IGMP messages to its associated router and the router, on the other hand, listens to IGMP messages and periodically sends out
queries to discover which groups are active or inactive on a particular subnet. Multicast routers use the group information, in conjunction with a routing protocol [5–8], to support IP multicast over the Internet.

Most of recent multicast studies focus on application layer multicast protocols [9–11] or topology aware multicast protocols [12–17] due to the emergence of new applications, such as P2P and wireless ad hoc networks. Although there are deployment issues in IP multicast services and architectures [18], IP multicast is still the most cost-effective technique in the current Internet architecture to deliver source traffic to multiple receivers because it does not add any additional burden on the source or the receivers [19]. Thus, it is critical to study the cost efficiency of the IP multicast routing and group management, and investigate how to achieve the best IP multicast performance with the least cost in routers. Recently, only a few studies [20,21] tried to analyze the multicast performance. However, these studies focus on design different methods or tools to measure the performances of multicast protocols. No effort was made to evaluate how IGMP protocols affect the performance of the IP multicast, nor did they try to improve the performance of the IP multicast. Regarding improving the IP multicast performance, Gorinsky et al. [22] discussed the possible solutions for designing robust multicast congestion control protocols for IP multicast in the presence of untrusted hosts. Nonetheless, none of these existing studies evaluate the impact of IP multicast group management on the performance of the IP multicast.

In this paper, we evaluate how the delay of pruning the IP multicast tree impacts the cost of IP multicast group management and determine the optimal delay time for IP multicast group management under various system conditions. We first propose a Petri net to model the IP multicast group management and, in turn, develop a cost analysis model using a delayed vacation queue, extended from a simple M/M/1 queue, to evaluate the total cost of multicast group management on a router [23]. Using this delayed vacation queuing model, we derive a formula to calculate the optimal delay time for a router to send prune message to its upstream routers so that the cost of multicast group management is minimized. Our simulation studies validate our cost analysis and optimization model.

The rest of the paper is organized as follows. After discussing our proposed Petri net model for the multicast group management in Section 2, we analyze the total cost of multicast group management on a router, using a delayed vacation queuing system, under various system conditions in Section 3. In Section 4, we use simulation studies to validate our cost analysis model. Finally, we present our concluding remarks and discuss future work in Section 5.

2. IP multicast group management model

In IP multicast, a router transmits datagrams received from the upstream routers to local multicast hosts, and manage the IP multicast group in its local network through IGMP queries. When a multicast router finds a host joining a multicast group, it broadcasts the graft message to other routers to request joining a multicast group. If a multicast router finds that the last member of a local multicast group exits, it sends a prune message to the upstream router to trim itself from the multicast tree and stop transmitting multicast datagrams to its directly attached local subnet.

However, due to the dynamic nature of the Internet, users join and leave a multicast group on their own terms. A new host may join a multicast group following the last member of this multicast group exits. If a new multicast member arrives after the router has pruned its multicast group by sending a prune message to upstream routers, this router must broadcast a graft message to other routers to rejoin the multicast group. To address this issue, most exiting IP multicast protocols choose to delay a random time before sending the prune message to its upstream routers, hoping new members will join the multicast group soon. However, if the delay time is too short, when multicast group members exit and enter a multicast group frequently, the cost of the IP multicast group management increases because the router must frequently send prune and graft messages to upstream routers. However, not pruning the inactive multicast group or delaying an excessively long time to send the prune message hinders the IP multicast performance due to the cost of maintaining the inactive multicast group. Hence, there must be an optimal delay time for sending prune messages that can minimize the IP multicast group management cost. Unfortunately, no attempt has been made to determine the optimal delay time for pruning the IP multicast tree.

To analyze the cost of the IP multicast group management and determine the optimal delay time for pruning the IP multicast tree, we propose an event/condition Petri net [24] to model the state transitions on a router during the IP multicast group management.

Definition 1 There are seven transitive states for a router during the IP multicast group management:

\[ r_0: \text{router initial state (no member state)} \]

\[ r_1: \text{a new group member just requested for joining a multicast group} \]

Fig. 1. IP multicast.
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