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Abstract

PLS univariate regression is a model linking a dependent variable \( y \) to a set \( X = \{ x_1, \ldots, x_p \} \) of (numerical or categorical) explanatory variables. It can be obtained as a series of simple and multiple regressions. By taking advantage from the statistical tests associated with linear regression, it is feasible to select the significant explanatory variables to include in PLS regression and to choose the number of PLS components to retain. The principle of the presented algorithm may be similarly used in order to yield an extension of PLS regression to PLS generalised linear regression. The modifications to classical PLS regression, the case of PLS logistic regression and the application of PLS generalised linear regression to survival data are studied in detail. Some examples show the use of the proposed methods in real practice. As a matter of fact, classical PLS univariate regression is the result of an iterated use of ordinary least squares (OLS) where PLS stands for \textit{partial least squares}. PLS generalised linear regression retains the rationale of PLS while the criterion optimised at each step is based on maximum likelihood. Nevertheless, the acronym PLS is kept as a reference to a general methodology for relating a response variable to a set of predictors. The approach proposed for PLS generalised linear regression is simple and easy to implement. Moreover, it can be easily generalised to any model that is linear at the level of the explanatory variables.
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1. PLS regression background

All variables $y, x_1, \ldots, x_j, \ldots, x_p$ are assumed to be centred.

The PLS regression model with $m$ components is written as

$$y = \sum_{h=1}^{m} c_h \left( \sum_{j=1}^{p} w_{hj}^* x_j \right) + \text{residual},$$

with the constraint that the PLS components $t_h = \sum_{j=1}^{p} w_{hj}^* x_j$ are orthogonal. We can consider that the parameters $c_h$ and $w_{hj}^*$ in model (1) are to be estimated. This is the nonlinear aspect of the model.

In the following, the same notation is used for the model parameters and their estimates. The context will clarify the actual meaning of the notation.

PLS regression (Wold et al., 1983; Tenenhaus, 1998; Garthwaite, 1994) is an algorithm for estimating the parameters of model (1). In the following, this algorithm is presented in a new version by linking each step to a simple or multiple OLS regression.

**Computation of the first PLS component** $t_1$. The first component $t_1 = Xw_1^*$ is defined as

$$t_1 = \frac{1}{\sqrt{\sum_{j=1}^{p} \text{cov}(y, x_j)^2}} \sum_{j=1}^{p} \text{cov}(y, x_j) x_j.$$  \hspace{1cm} (2)

The weight cov$(y, x_j)$ for the variable $x_j$ may be also written as cor$(y, x_j)s(y)s(x_j)$ where $s(y)$ and $s(x_j)$ are, respectively, the standard deviation of $y$ and $x_j$. As a consequence, in order for a variable $x_j$ to be important in building up $t_1$, it needs to be strongly correlated with $y$ and to bear enough variability in terms of standard deviation.

The quantity cov$(y, x_j)$ is also the regression coefficient $a_{1j}$ in OLS simple regression between $y$ and the modified explanatory variable $x_j/\text{var}(x_j)$:

$$y = a_{1j}(x_j/\text{var}(x_j)) + \text{residual}.$$  \hspace{1cm} (3)

Actually,

$$a_{1j} = \frac{\text{cov} \left( y, \frac{x_j}{\text{var}(x_j)} \right)}{\text{var} \left( \frac{x_j}{\text{var}(x_j)} \right)} = \text{cov}(y, x_j).$$

Thus, a test on the regression coefficient $a_{1j}$ allows to assess the importance of the variable $x_j$ in building $t_1$. On this basis, the simple regression of $y$ on $x_j$ may be studied:

$$y = a'_{1j} x_j + \text{residual}.$$  \hspace{1cm} (4)

As a matter of fact, there is an equivalence between testing whether $a_{1j}$ or $a'_{1j}$ are different from 0. In (2), each nonsignificant covariance may be replaced by a 0 so as to disregard the related explanatory variable.
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