Dependency between degree of fit and input noise in fuzzy linear regression using non-symmetric fuzzy triangular coefficients
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Abstract

Fuzzy linear regression (FLR) model can be thought of as a fuzzy variation of classical linear regression model. It has been widely studied and applied in diverse fields. When noise exists in data, it is a very meaningful topic to reveal the dependency between the parameter $h$ (i.e. the threshold value used to measure degree of fit) in FLR model and the input noise. In this paper, the FLR model is first extended to its regularized version, i.e. regularized fuzzy linear regression (RFLR) model, so as to enhance its generalization capability; then RFLR model is explained as the corresponding equivalent maximum a posteriori (MAP) problem; finally, the general dependency relationship that the parameter $h$ with noisy input should follow is derived. Particular attention is paid to the regression model using non-symmetric fuzzy triangular coefficients. It turns out that with the existence of typical Gaussian noisy input, the parameter $h$ is inversely proportional to the input noise. Our experimental results here also confirm this theoretical claim. Obviously, this theoretical result will be helpful to make a good choice for the parameter $h$, and to apply FLR techniques effectively in practical applications.
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1. Introduction

Fuzzy linear regression (FLR) provides a means for tackling regression problems lacked of a significant amount of data to determine regression models and with vague relationships between the dependent variable and independent variables. Since the concept of FLR was first introduced by Tanaka et al. [15], the literature dealing with FLR has grown rapidly. For example, a modified version of Tanaka’s fuzzy regression model was given in [8], where fuzzy regression for fuzzy input–output data was considered. In [5], fuzzy linear programming was introduced into the modified Tanaka’s model. The important properties of fuzzy regression have been studied in [9,10,6]. More variants of Tanaka’s model can be seen in [2,7,11–14]. Especially in [2], the support vector technique is introduced into fuzzy regression analysis to enhance its generalization capability. However, how to choose the parameter $h$ (i.e. the threshold value used to measure degree of fit) for FLR model with noisy input still keeps an open problem. In practice, the input data often contain noise. With the existence of noisy input, one interesting and challenging issue is how to determine the parameter $h$ in...
FLR model. A bad choice for \( h \) will heavily deteriorate the performance of FLR model. Therefore, in this paper, we will pay attention to deriving the dependency between the threshold \( h \) and the input noise.

In recent years, how to choose the loss function and the corresponding parameters for support vector regression (SVR) machine with noisy input has been studied well. Gao and Gunn pointed out that SVR problem could be transformed into the equivalent maximum a posteriori (MAP) problem [1]. Based on this idea, Kwok derived the linear dependency between \( \varepsilon \) and the input noise in \( \varepsilon \)-SVR [3], and Wang et al. investigated the theoretically optimal parameter choices for Huber-SVR with the Huber loss functions and \( r \)-SVR with the norm-\( r \) loss functions [16]. In this paper, based on the same idea, we first extend FLR model using symmetric and non-symmetric fuzzy triangular coefficients to its regularized version, and then explain this regularized model by using MAP framework [1,3,16], and finally study the dependency between \( h \) and the input noise. The rest of this paper is organized as follows. In Section 2, we will introduce the FLR model and the corresponding regularized fuzzy linear regression (RFLR) model and show the equivalent relationship between RFLR model and MAP. The analysis of the inverse linear dependency between \( h \) and the standard deviation of Gaussian noisy input is displayed in Section 3, while in Sections 4 and 5 the experimental results and some concluding remarks are provided, respectively.

2. FLR model and MAP

Fuzzy regression analysis using fuzzy linear models with symmetric triangular fuzzy number coefficients has been formulated earlier. Yen et al. extended the results of an FLR model that uses symmetric triangular coefficients to one with non-symmetric fuzzy triangular coefficients successfully [17]. The need for non-symmetric triangular coefficients arises due to the fact that during the regression using symmetric coefficients, the obtained regression line may not be the best-fitting line. This occurs because of the existence of large number of outliers and higher values of residuals. There are data sets that generate scatter plots in which the data do not fall symmetrically on both sides of the regression line.

2.1. FLR model

To introduce the nomenclature, the FLR technique [17] is summarized in the following.

Consider the function

\[
Y = f(x, A) = A_0 + A_1 x_1 + A_2 x_2 + \cdots + A_n x_n,
\]

where \( x = (1, x_1, x_2, \ldots, x_n)^T \) is a vector of non-fuzzy inputs, and \( A = (A_0, A_1, \ldots, A_n) \) is a vector of fuzzy model parameters. Parameters \( A_i \) \( (0 \leq i \leq n) \) are non-symmetric triangular fuzzy coefficients, and they can be described by the triplets \( \{s_i, w_i, r_i\} \), where \( w_i \) is the point at which \( \mu_{A_i}(a_i) = 1, \) \( s_i \) is the left-side spread from the peak point \( w_i, \) and \( r_i \) represents the right-side spread as shown in Fig. 1.

Another representation is also possible, if we normalize the spreads. We can use either spread as the base to normalize the other one. Let us choose \( s_i \) as the base, then \( r_i \) can be expressed as \( r_i = k_i s_i \), where \( k_i \) are the skew factors and are positive real numbers. The selection of the values for \( k_i \) will be based on the knowledge of the problem and data characteristics. Then \( A_i \) can be described by the triplets \( \{s_i, w_i, k_i s_i\} \). If the values for \( k_i \) \( (0 \leq i \leq n) \) are all selected to
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