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Abstract

When conditional logistic regression is based on the exact conditional distribution for inference,
the intercept is eliminated. This becomes a problem when the predicted probability is a key issue
for binary discrimination. This report details a new algorithm for risk score instead of predicted
probability for strati5ed data in binary discrimination. From the statistical point of view, data
partition will reduce the variation of data. Comparing the data-inherent strata and strata generated
from the Classi5cation and Regression Tree (CART), the strata generated from CART had greater
variation reduction than did the data-inherent strata. Finally, the conditional logistic regression
algorithm, used for discrimination when modeling fetal biometric data, resulted in cost savings
and computer time savings bene5ts.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The technique of strati5cation is commonly used in data analysis. For example,
matched design is often used in epidemiology research. The technique of strati5cation
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is used to partition data into more homogeneous subgroups before model building.
Thus, the strata are formed in the post hoc stage instead of in the design stage, and
the strata parameters are treated as nuisance parameters in the model. The number of
nuisance parameters depends on the number of strata. The larger the number of strata
used in one data set, the 5ner the strata size and the larger the number of nuisance
parameters. Thus, the parameters estimation will yield biased and inconsistent results
(Cox and Hinkley, 1974, Chapter 9).

When the outcome variable is binary, logistic regression is used for modeling. For
binary outcome data with strati5cation, Breslow and Day (1980, Chapters 5 and 6)
developed the conditional likelihood function to resolve biased and inconsistent estima-
tion. It is based on an exact conditional distribution, and thus, the nuisance parameters
(intercepts) are eliminated in the numerator and denominator. When only the estimated
coeHcients of risk variables are used for interpretation, for example, in epidemiology
research, the intercept is not required. However, when the predicted probability is a
key issue, the absence of an intercept becomes problematic.

In medical decision making, logistic regression is a commonly used classi5cation
technique (Hosmer and Lemeshow, 2000, Chapter 5; Zhang and Singer, 1999,
Chapter 3; Asparoukhov and Krzanowski, 2001). The predicted probability of the 5tted
model is the basis of further classi5cation. Thus, when the conditional logistic model
is also used for classi5cation, as in logistic regression, a modi5ed measure, instead of
predicted probability, is required. We develop the use of the risk score of 5tted models
in place of predicted probability for further binary classi5cation.

From the statistical point of view, a strati5ed data set removes extra variation due
to strati5ed variables. The variation reduction depends on the number of strata and the
rules of strati5cation (Cochran, 1968). In our study of fetal biometric data, there were
two types of strata; one was the inherent strata (gestational age), while the other was
generated using the classi5cation and regression tree, CART 4.0 (Breiman et al., 1984;
Steinberg and Colla, 1995). These two types of strata are compared for reduction in
variation.

2. Methods

2.1. Conditional logistic model

Logistic regression is a model dealing with binary outcome variable. Using a sam-
pling design with special considerations, model with a modi5ed intercept can embed
with this information (see Scott and Wild, 1986). For strati5ed data, a logistic model
for a speci5ed stratum, k, is written as

�k(x) =
exp(�0k + �′x)

1 + exp(�0k + �′x)
; where k = 1; 2; 3; : : : ; K (1)

and where �k(x) is the probability of Y = 1 (Y = 0 or 1), �0k is a nuisance parameter,
with constant contribution within the kth stratum, �′ = (�1; �2; : : : ; �p) are coeHcients
with respect to covariates, x = (X1; X2; X3; : : : ; Xp).
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