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Abstract

The aim of this article is to consider a new linear programming and two goal programming models for two-group clas-
sification problems. When these approaches are applied to the data of real life or of simulation, our proposed new models
perform well both in separating the groups and the group–membership predictions of new objects. In discriminant analysis
some linear programming models determine the attribute weights and the cut-off value in two steps, but our models deter-
mine simultaneously all of these values in one step. Moreover, the results of simulation experiments show that our pro-
posed models outperform significantly than existing linear programming and statistical approaches in attaining higher
average hit-ratios.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Discriminant analysis has been successfully used for many fields, health applications, education plan-
ning, taxonomy problems, including engineering applications. Discriminant analysis is a technique which
is interested in determining the groups of objects based on their observed scores. Especially Fisher’s lin-
ear discriminant function is the most popular technique which is frequently used for the discriminant
problem. As an alternative for the examination of classification problems using the statistical methods,
it is recently developed a number of new efficient mathematical programming approaches. See Bajgier
and Hill (1982); Erenguc and Koehler (1990); Fred and Glover (1981a, 1981b, 1986); Glover (1990);
Joachimsthaler and Stam (1988); Koehler and Erenguc (1990); Lam and Moy (1997); Lam and Moy
(2002); Lee and Ord (1990); Rubin (1990); Sueyoshi (1999) among others. In two-group and multigroup
classification problems, Lam, Choo, and Moy (1996) and Lam and Moy (1996) developed a satisfactory
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model for classification based on cluster analysis. But, in two-group classification problems, their
approach minimizes the sum of deviations of all object’s classification scores from the mean group clas-
sification scores.

In statistics, it is known that the median is the point minimizing the total ‘1-norm distance while the mean is
the point that minimizes the total ‘2-norm distance from all points to it (Benjamin et al., 2005; Bradley, Man-
gasarian, & Street, 1997; Gilani & Padberg, 2002). Our suggested models and Lam et al. (1996) model, which
we will call as the LCM, base on the ‘1-norm.

For these reasons, it is more appropriate to use the median in place of the mean in the LCM model.
The approaches based on linear and goal programming presented here examine the two-group classification
problems by minimizing the sum of deviations between the classification scores of all objects and the group
median scores.

2. Linear programming formulations

Consider the two-group classification problem with k attributes. Let x be the k · n matrix of attribute
scores of the sample with size n drawn from the groups G1 and G2. If w1, w2, . . .,wk are the attribute weights,
then the classification score of any object is defined as Si ¼

Pk
j¼1xijwj. The assignment of an object into a

group depends on the value of its classification score. The minimize the sum of deviations model (MSD)
can be formulated as follows:

ðMSDÞmin
Xn

i¼1

di ð1Þ

s:t:Xk

j¼1

wjxij þ di P c; i 2 G1 ð2Þ

Xk

j¼1

wjxij � di 6 c; i 2 G2 ð3Þ

where di P 0 (i = 1,2, . . .,n), wj (j = 1,2, . . .,k) and c are unrestricted variables. A normalization constraint is
needed to avoid trivial solutions (i.e., an all zero solution). Solving this model gives us the wj and c values, by
which we can obtain the classification score of any object. An object will be classified into G1 if its classification
score is greater than or equal to c, otherwise into G2.

This model and many of the other existing linear programming models simultaneously determine the attri-
bute weights and cut-off value. Lam et al. (1996) divide the process of their model into two steps: the first con-
stitutes the determination of attribute weights, and the second determines the cut-off value for the
classification. In its first step their model makes use of an objective function minimizing the sum of deviations
from the group mean classification scores. The LCM model can be formulated as follows:

ðLCM1Þmin
Xn

i2G1;G2

ðd�i þ dþi Þ ð4Þ

s:t:

Xk

j¼1

wjðxij � l1jÞ þ d�i � dþi ¼ 0; i 2 G1 ð5Þ

Xk

j¼1

wjðxij � l2jÞ þ d�i � dþi ¼ 0; i 2 G2 ð6Þ

Xk

j¼1

wjðl1j � l2jÞP 1 ð7Þ
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