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Cuckoo algorithm is a novel optimization algorithm in the field of heuristic intelligence algo-

rithms. Given the strong random leaping in solution space search, careful local searches are

susceptible to falling into the local optimum. Thus, the latter phase of the optimization slows

down and the accuracy diminishes. To improve the performance of the algorithm, this pa-

per proposes an improved cuckoo search that utilizes chaos theory to enhance the variety of

the initial population. Then, this study introduces inertia weight into the Lévy flight random

search to improve global searching capability. Finally, it applies the local search mechanism of

the frog leaping algorithm to enhance local search and further improve the search speed and

convergence precision of the algorithm. Typical test functions are employed to verify the per-

formance of the improved algorithm. Comparison results with other algorithms indicate that

the improved algorithm displays strong optimizing accuracy and high speed. Furthermore,

this algorithm is confirmed to be convergent.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Swarm intelligence algorithms are a new type of evolutionary algorithm. These algorithms include genetic algorithms [1],

difference evolution (DE) [2], particle swarm optimization [3], shuffled frog leaping algorithms (SFLA) [4], and monkey algo-

rithms [5], which are inspired by natural laws, as well as the intelligent behavior of biological populations. These algorithms

have demonstrated their unique capacities, as well as their applicability in science and engineering technology. Each intelligence

algorithm corresponds to one practical heuristic source. For example, the biogeography algorithm [6,7] applies a global optimiza-

tion method according to the distribution characteristics of biology in geography. Glowworm swarm optimization [8] is a random

optimization algorithm that simulates natural bioluminescence behavior. Wolf pack algorithm [9] is a leadership strategy-based

algorithm that follows the predation tendencies of wolf packs. Therefore, the remarkable concept and wide applicability of in-

telligent optimization algorithms are consistently explored and developed by numerous researchers.

Cuckoo search (CS) was proposed by Cambridge scholars Yang Xin She and Deb Suash. This global search algorithm [10] is

inspired by the behaviors of cuckoos in locating nests and laying eggs [11] and by the Lévy flight of insects [12]. CS is simple and

operates under few controlled parameters, optimal search paths, strong optimizing capability, and ease of use. Considering these

advantages, CS has been widely applied in practical engineering optimization problems. Nonetheless, fundamental CS exhibits

slow convergence rate and low convergence precision. Thus, many scholars have developed various improvement methods. For

example, Literature [13] enhanced CS by solving a function optimization problem. Literature [14] initiated a CS based on Gaussian
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distribution. Literature [15] presented a CS based on decision-maker and disturbance factors. Literature [16] improved CS for

global optimization. Literature [17] enhanced CS by solving an unconstrained optimization problem. Literature [18] presented

a new and complicated CS. Literature [19] mixed a DE algorithm with a CS algorithm. Literature [20] proposed a self-adapting,

step-length CS. All of these studies served to enhance the search performance of the algorithm.

To improve the performance of the algorithm further, the current study improves CS and utilizes the initial population of

chaos sequence to maintain the variety of the population. Then, the study introduces inertia weight into a Lévy flight random

search to enhance global searching capability. Finally, this research uses the local search mechanism of the frog leaping algorithm

to conduct a local search for local optimal solutions and to accelerate the convergence of the algorithm.

2. Cuckoo search algorithm

In nature, cuckoos randomly seek nests in which to lay their eggs. To simulate this process, the following three ideal hypothe-

ses are developed:

(1) Each cuckoo lays an egg once and allows it to incubate in a randomly chosen nest.

(2) A group of bird nests is selected at random, and the best nests are maintained until the next generation.

(3) The number of available bird nests n is fixed. The possibility that the owner of a nest locates the nest of a foreign bird is

denoted by pa ∈ [0, 1].

Given the premise of the hypotheses above, the nest-seeking behavior of cuckoos follows the Lévy flight model. The path and

location update formula for this behavior is written as follows:

xt+1
i

= xt
i + α ⊕ L(λ) , i = 1, 2, 3 . . . n (1)

where xt
i

and xt+1
i

represent the locations of nest i at generations t and t + 1, respectively; ⊕ represents point-to-point multipli-

cation; and L(λ) represents a random Lévy search path. The length and direction of this path are uncertain. To apply this formula

to CS successfully, Literature [10] introduced the step length-controlled variable α, whose value is a constant over zero. This value

varies in different cases, but α = 0.01 in general.

L(λ) is a Lévy distribution function that complicates integration. Therefore, Yang Xin She converted this function into a prob-

ability density function [21] in terms of power through simplification and Fourier transformation.

Lévy ∼ u = t−λ (1 < λ < 3), (2)

where λ represents the power coefficient. To describe this part in simple and programmable mathematical language, Yang Xin

She and Deb Suash adopted the formula of Lévy flight leaping path [22], which was proposed by Mantegna in 1992 to realize CS.

s = μ

|v| 1
β

. (3)

Literature [21] proved that the Mantegna algorithm can calculate equivalence. In Formula (3), s represents the Lévy leaping

flight path L(λ) . Furthermore, the relationship between β and λ in formula (2) can be expressed as λ = β + 1, 0 < β < 2 (β = 1.5

[23] in CS). μ · v represents the random number of normal distribution that follows the normal distribution in formula (4), and

the standard deviation of the corresponding normal distribution in this formula is represented by σμ,σv. The values are shown

in formula (5).

μ ∼ N
(
0, σ 2

μ

)
, v ∼ N

(
0, σ 2

v
)
. (4)

σμ =
{

�(1 + β) sin (πβ/2)

�[(1 + β)/2]β2(β−1)/2

}1/β

, σv = 1. (5)

Suppose S = α ⊕ L(λ) = α ⊕ s, where S represents the path of cuckoos from the location of a previous nest xt
i

to a new location

xt+1
i

as determined randomly in the solution space based on formula (1). s requires the derivation of two random numbers of

normal distributions μ and v from formulas (4) and (5). μ and v are uncertain values; therefore, the length and direction of the

path that the cuckoo searches at random according to Lévy flight are highly randomized. As a result, leaping from one region to

another is easy. These features benefit the global search capability of the algorithm in the early phase of optimization, thereby

enhancing the global optimizing capability of CS.

r ∈ [0, 1] and pa are compared through location updates. If r > pa, then the located nest is changed at random; if not, the nest

remains unchanged. Finally, the best nest location (xt+1
i

)with a superior test value is maintained. At this point, the best (xt+1
i

)is

denoted by xt+1
i

.

Basic steps of CS:

Step 1: Initialization parameters are set. n best locations are randomly generated, and the corresponding adaptive values

of nests are calculated. Then, the current optimal location of the bird and of the global optimal solution are determined and

maintained until the next generation.
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