Manufacturing quality control by means of a Fuzzy ART network trained on natural process data

Massimo Pacella\textsuperscript{a,}\textsuperscript{*}, Quirico Semeraro\textsuperscript{b}, Alfredo Anglani\textsuperscript{a}

\textsuperscript{a} Dipartimento di Ingegneria dell’Innovazione, Università degli Studi di Lecce, Via per Monteroni, Lecce 73100, Italy
\textsuperscript{b} Dipartimento di Meccanica, Politecnico di Milano, Via Bonardi, Milano 20133, Italy

Received 25 October 2002; received in revised form 24 November 2003; accepted 24 November 2003

Abstract

In order to produce products with constant quality, manufacturing systems need to be monitored for any unnatural deviations in the state of the process. Control charts have an important role in solving quality control problems; nevertheless, their effectiveness is strictly dependent on statistical assumptions that in real industrial applications are frequently violated. In contrast, neural networks can elaborate huge amounts of noisy data in real time, requiring no hypothesis on statistical distribution of monitored measurements. This important feature makes neural networks potential tools that can be used to improve data analysis in manufacturing quality control applications. In this paper, a neural network system, which is based on an unsupervised training phase, is presented for quality control. In particular, the adaptive resonance theory (ART) has been investigated in order to implement a model-free quality control system, which can be exploited for recognising changes in the state of a manufacturing process. The aim of this research is to analyse the performances of ART neural network under the assumption that predictable unnatural patterns are not available. To such aim, a simplified Fuzzy ART neural algorithm is firstly discussed, and then studied by means of extensive Monte Carlo simulation.
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1. Introduction

Statistical process control (SPC) is a methodology based on several techniques, which is aimed at monitoring manufacturing process output measurements. Control charts are the most widely applied SPC tools used to reveal unnatural variations of monitored measurements, as well as to locate their assignable causes. To use a control chart, samples of the output are collected during manufacturing process, and sample statistics are then plotted on the chart. If the process is in a natural state, the sample statistics are expected to plot within specific control limits. On the other hand, if a special cause of variation is present, the sample statistics are likely to plot outside the predefined control limits. When an unnatural variation is signalled by control chart, operators search for the special cause and make necessary corrections and adjustments to bring the process back to the natural state.

Nowadays, with the widespread exploitation of automated production and inspection in several manufacturing environments, the tasks of SPC traditionally performed by quality practitioners have to be automated. Hence, computer-based algorithms need to be developed to implement, or at least help quality practitioners to carry out, the various quality control tasks automatically. Neural networks are promising and effective analysis tools and, in the last decade, they have been widely used in quality control (Zorriassantine and Tannock, 1998). What makes neural networks popular is their ability to learn from experience and to handle uncertain and complex information in a competitive and quality demanding environment. Notably, neural networks are suitable for quality control because of their capacity for handling noisy measurements requiring no assumption about statistical distribution of the monitored data.

Several researchers have investigated applications of neural networks for manufacturing quality control.
Pugh (1991) proposed the first reported neural network for quality control. The multi-layer perceptron (MLP) network, trained by means of the supervised back-propagation (BP) learning algorithm (Bishop, 1995), has been used to detect mean shifts. Guo and Dooley (1992), and Smith (1994) trained an MLP BP network for identifying positive shifts in both mean and variance. Cheng (1995) later, trained an MLP BP neural network for identifying positive/negative shifts and upward/downward trends of the process mean as well. Guh and Tannock (1999) developed an MLP BP neural network approach for concurrent unnatural pattern recognition. Cook et al. (2001) discussed the development of an MLP BP neural network to identify changes in the variance of serially correlated process parameters.

The MLP BP network has been exploited successfully in pattern recognition, but the slowness in training still poses some inconveniences for practical applications. Indeed, the convergence of the BP algorithm requires a huge number of iterations, as well as an adequate number of training examples. Therefore, other feed-forward neural networks for quality control have been proposed in the literature. For example, Cook and Chiu (1998), in order to recognize mean shifts in auto-correlated manufacturing process parameters, proposed a radial basis function (RBF) neural network system.

A shared feature of the most diffused neural methods for quality control is the exploitation of supervised training algorithms. The use of these techniques is based on the hypothesis that user knows in advance the group of unnatural patterns that must be discovered by neural network. A prior knowledge of pattern shapes is essential for generating training data that mimic the actual unnatural outcomes. However, in real industrial cases, unnatural process outcomes cannot be manifested by the appearance of predictable patterns, thus mathematical models are not readily available or they cannot be formulated.

The present paper proposes a different neural network approach for process monitoring, when no previous knowledge on the distribution of unnatural data is available. The proposed approach is based on the adaptive resonance theory (ART) neural network that is capable of fast, stable and cumulative learning.

The ART network is a neural algorithm, which is used to cluster arbitrary data into groups with similar features. Al-Ghanim (1997) presented an ART1 neural network (the binary version of the ART algorithm) as a means to distinguish natural from unnatural variations in the outcomes of a generic manufacturing process. The author proposed to train the ART1 network using a set of natural data patterns produced by the monitored process. During the training phase, the network clusters natural patterns of data into groups with similar features, and when it is confronted by a new input, it produces a response that indicates which cluster the pattern belongs to (if any). Therefore, the neural network is not intended to indicate the type of unnatural pattern detected in process outputs. It provides an indication that a structural change in process outputs has occurred when input pattern does not fit to any of the learned natural categories.

The use of a neural system that monitors process outputs without a prior knowledge of unnatural patterns is appealing in real industrial applications. Indeed, only knowledge of the natural behaviour of the process is required in order to train the neural network. Furthermore, the neural network can operate in a plastic mode (i.e. a continuous and cumulative training mode) as long as new patterns are presented to it.

The remainder of this paper is structured as follows. The ART is presented in Section 2. The reference test case is illustrated in Section 3. The proposed Fuzzy ART neural system and the training/testing algorithms are discussed in Section 4 and 5, respectively. Then, simulation methodology and experimental results are both provided in Section 6. Finally, the last section gives conclusions and discusses some directions for further research.

2. The adaptive resonance theory

ART was introduced as a theory of human cognitive information processing. This theory has led to an evolving series of neural network models for unsupervised and supervised category learning. These models, including ART1, ART2, ARTMAP, Fuzzy ART, and Fuzzy ARTMAP, are capable of learning stable recognition categories in response to arbitrary input sequences (Pao, 1989; Hagan et al., 1996).

ART1 can stably learn to categorise binary inputs and ART2 can learn to categorise analog patterns presented in an arbitrary order. ARTMAP can rapidly self-organise stable categorical mappings between m-dimensional input vectors and n-dimensional output vectors. Fuzzy ART, which incorporate computations from fuzzy set theory into the ART1 neural network, is capable of fast stable learning of recognition categories in response to arbitrary sequences of either analog or binary input patterns (Huang et al., 1995; Georgioupoulos et al., 1996, 1999). Fuzzy ARTMAP, the combination of ARTMAP with Fuzzy ART, can rapidly learn stable categorical mappings between analog input and output vectors.

2.1. The ART algorithm

ART is composed of two major subsystems, the attentional and the orienting subsystem. While in the attentional subsystem familiar patterns are processed, the orienting subsystem resets the neural activity...
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