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Toimprove the quality of decision making in the process operations, it is essential toimplement integrated
planning and scheduling optimization. Major challenge for the integration lies in that the corresponding
optimization problem is generally hard to solve because of the intractable model size. In this paper,
augmented Lagrangian method is applied to solve the full-space integration problem which takes a block
angular structure. To resolve the non-separability issue in the augmented Lagrangian relaxation, we

study the traditional method which approximates the cross-product term through linearization and also
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propose a new decomposition strategy based on two-level optimization. The results from case study
show that the augmented Lagrangian method is effective in solving the large integration problem and
generating a feasible solution. Furthermore, the proposed decomposition strategy based on two-level
optimization can get better feasible solution than the traditional linearization method.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Production planning and scheduling belong to different decision
making levels in process operations, they are also closely related
since the result of planning problem is the production target of
scheduling problem. In process industry, the commonly used plan-
ning and scheduling decision making strategy generally follows
a hierarchical approach, in which the planning problem is solved
first to define the production targets and the scheduling problem
is solved next to meet these targets. However, there exists a big
disadvantage in this traditional strategy since there is no interac-
tion between the two decision levels, i.e., the planning decisions
generated might cause infeasible scheduling subproblems. At the
planning level, the effects of changeovers and daily inventories
are neglected, which tends to produce optimistic estimates that
cannot be realized at the scheduling level, i.e., a solution deter-
mined at the planning level does not necessarily lead to feasible
schedules. Moreover, the optimality of the planning solution cannot
be ensured because the planning level problem might not pro-
vide an accurate estimation of the production cost, which should
be calculated from detailed tasks determined by the scheduling
problem.

Therefore, it is important and necessary to develop method-
ologies that can effectively integrate production planning and
scheduling. However, since production planning and scheduling
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are dealing with different time scales, the major challenge for the
integration lies in the large problem size of the resulted optimiza-
tion model. A direct way for addressing the integrated planning and
scheduling problems is to formulate a single simultaneous plan-
ning and scheduling model that spans the entire planning horizon
of interest. However, when typical planning horizons are consid-
ered, the size of this detailed model becomes intractable, because
of the potential exponential increase in the computation time. To
overcome the above difficulty, most of the work appeared in the lit-
erature aim at decreasing the problem scale through different types
of problem reduction methodologies and developing efficient solu-
tion strategies as summarized by Grossmann, Van Den Heever, and
Harjunkoski (2002) and Maravelias and Sung (2008). Generally, the
existing work in the area of planning and scheduling integration can
be summarized as follows.

The first type of methods is based on decomposition in a
hierarchical way through iterative solution procedure. Through a
hierarchical decomposition of the integration problem, detailed
scheduling constraints are not incorporated into the upper level
aggregate planning model, on the other hand, information is passed
from the aggregate planning problem to a set of detailed schedul-
ing problems and these scheduling problems are separated based
on the temporal decomposition. Thus, the problems that need to be
solved include a relative simple planning problem and a series of
scheduling subproblems. To ensure the feasibility and optimality
of the solution, it is further necessary to develop effective algo-
rithms to improve the solution using additional cuts in the planning
level within an iterative solution framework (Bassett, Pekny, &
Reklaitis, 1996; Erdirik-Dogan & Grossmann, 2006; Munawar &


http://www.sciencedirect.com/science/journal/00981354
http://www.elsevier.com/locate/compchemeng
mailto:marianth@soemail.rutgers.edu
dx.doi.org/10.1016/j.compchemeng.2009.11.016

Z. Li, M.G. lerapetritou / Computers and Chemical Engineering 34 (2010) 996-1006 997

Nomenclature

Planning part

t planning periods (1,...,T)

Invt inventory level of state s at the end of planning
period t

Pt production target of state s in planning period t

DL delivery of product s in planning period t

Ut backorder of product s in planning period t

Dem{ demand of product s in planning period t

hs inventory unit cost of state s

Us backorder unit cost of product s

Scheduling part

iel task index and sets

Is tasks which produce or consume state s

I tasks which can be performed in unit j

je] unit index and sets

Je units which are suitable for performing task i

neN event points representing the beginning of a task

seS state index and sets

Sp index set for products

wv;j, binary, whether or not task i in unit j start at event
point n

Stsn continuous, amount of state s at event point n

,02 i pgi proportion of state s produced, consumed by task i,
respectively

bijn continuous, amount of material undertaking task i

in unit j at event point n

available maximum storage capacity for state s

stint initial inventory for state s in planning period t

ymin yMax  mipnimum amount, maximum capacity of unit j

stmax

ij Ui,
" Wwhen processing task i
Tfijn continuous, time at which task i finishes in unit j
while it starts at event point n
Tsijn continuous, time at which task i starts in unit j at

event point n

constant, variable term of processing time of task i
in unit j, respectively

H scheduling time horizon

iy Bij

Gudi, 2005; Papageorgiou & Pantelides, 1996). The second type of
method, which is also called rolling horizon approach, considers
a relative rough model for the far future planning periods in the
integrated planning and scheduling model, i.e., detailed scheduling
models are only used for a few early periods and aggregate mod-
els are used for later periods. The production targets for the early
periods are directly implemented, while the production targets for
the later periods are updated along with the rolling horizon. Appli-
cations of this kind of strategy can be found in Dimitriadis, Shah,
and Pantelides (1997), Sand, Engell, Mdrkert, Schultz, and Schultz
(2000), Wu and lerapetritou (2007), and Verderame and Floudas
(2008). Thirdly, for the cases where there is no plant and market
variability, campaign mode can be applied to generate an easy to
implement and profitable process operations plan. In a periodic
scheduling framework, the planning and scheduling integration
problem is replaced by establishing an operation schedule and exe-
cuting it repeatedly (Castro, Barbosa-Povoa, & Matos, 2003; Wu
& lerapetritou, 2004; Zhu & Majozi, 2001). Other than using the
detailed scheduling model in the integrated planning, surrogate
methods aim at deriving the scheduling feasibility and production
cost function first and then incorporating them into the integrated
problem. This avoids the disadvantage of large scale and complex
model which directly incorporate the detailed scheduling model

into aggregating planning model as shown in (Sung & Maravelias,
2007).

Except the different methods for the integrated planning and
scheduling summarized above, another approach is based on the
study of the special structure of the mathematical programming
model for the integration problem and aims at developing effi-
cient decomposition techniques to solve the optimization problem
directly. Lagrangian relaxation is an approach that is often applied
to models with a block angular structure. In such models, dis-
tinct blocks of variables and constraints can be identified and
they are linked through a few “linking” constraints and vari-
ables. To our knowledge, Lagrangian relaxation has been widely
applied onto planning and scheduling problems for different appli-
cations including unit commitment in power industry (Padhy,
2004), midterm production planning (Gupta & Maranas, 1999), and
combined transportation and scheduling (Equi, Gallo, Marziale, &
Weintraub, 1997), etc. However, the major drawback of Lagrangian
relaxation method is that there is duality gap between the solu-
tion of the Lagrangian dual problem and the solution of original
problem, and often the feasibility of the solution needs to be
recovered through heuristic steps. So it is often only used as the
bounding step in the branch and bound framework. The disad-
vantage of Lagrangian relaxation can be avoided by augmented
Lagrangian relaxation (ALR) method, which has been used in sev-
eral applications in areas such as power generation scheduling
(Carpentier, Cohen, Culioli, & Renaud, 1996), multidisciplinary
design (Tosserams, Etman, & Rooda, 2008), etc. One drawback of
ALR method is the non-separability of the relaxed problem, which
has also received wide attention in the literature. In this paper, we
propose to apply the ALR method on the planning and scheduling
integration problem which takes a block angular model structure,
and also propose a new decomposition strategy to address the non-
separability issue in the ALR solution procedure, which can be used
to decompose the relaxed problem exactly without any approxi-
mation technique as presented in the literature.

The content of this paper is organized as follows. The problem
formulation of the integrated planning and scheduling problem
is first presented in Section 2. The general augmented Lagrangian
solution method is presented in Section 3. Detail reformulation and
decomposition strategies for the planning and scheduling integra-
tion problem are presented in Section 4. The proposed method is
studied in Section 5 through a case study and the paper concludes
in Section 6.

2. Problem formulation

Production planning model is used to predict production tar-
gets and material flow over several months (up to one year), it is
generally takes a simplified representation of the production and
formulated as linear problem. Scheduling models on the other hand
are more detailed assuming that key decisions (production targets)
have been made. To integrate these two different decision-making
problems, the simplest way is to formulate a full space optimization
model, where in every period of the planning horizon, the schedul-
ing constraints are incorporated into the model, while keeping the
inventory connecting constraints between the planning decision
and scheduling decisions. In this work, we formulate the production
planning and scheduling integration problem as follows.

min ZZhsIm/g

t seSp
+ ZZuSUS[ + ZZZZ(FixCost,—wifjn + VarCostibfjn) (1a)
t seSp t i n
Fibt = Invt=1 + Pt — DL VseSp, Vt (1b)
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