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a b s t r a c t

The variousmechanisms that represent the know-howof decision-makers are exposed to a
common weakness, namely, a lack of consistency. To overcome this weakness within AHP
(analytic hierarchy process), we propose a framework that enables balancing consistency
and expert judgment. We specifically focus on a linearization process for streamlining the
trade-off between expert reliability and synthetic consistency. An algorithm is developed
that can be readily integrated in a suitable DSS (decision support system). This algorithm
follows an iterative feedback process that achieves an acceptable level of consistency
while complying to some degree with expert preferences. Finally, an application of the
framework to a water management decision-making problem is presented.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

One of the best established and most modern models of decision-making is AHP (analytic hierarchy process) [1–3]. In
AHP, the input format for decision-makers to express their preferences derives from pair-wise comparisons among various
elements. Comparisons can be determined by using, for instance [4], a scale of integers 1–9 to represent opinions ranging
from ‘equal importance’ to ‘extreme importance’ [5] (intermediate decimal values are sometimes useful). Homogeneous
and reciprocal judgment yields an n × n matrix A with aii = 1 and aij = 1/aji, i, j = 1, . . . , n. This last property is called
reciprocity and A is said to be a reciprocalmatrix. The aim is to assign to each of n elements, Ei, priority valueswi, i = 1, . . . , n,
that reflect the emitted judgments. If judgments are consistent, the relations between the judgments aij and the values wi
turn out to be aij = wi/wj, i, j = 1, . . . , n, and it is said that A is a consistent matrix. This is equivalent to aijajk = aik for
i, j, k = 1, . . . , n [6]. As stated by [7,2], the leading eigenvalue and the principal (Perron) eigenvector of a comparisonmatrix
provides information to deal with complex decisions, the normalized Perron eigenvector giving the sought priority vector.
In the general case, however, A is not consistent. The hypothesis that the estimates of these values are small perturbations
of the ‘right’ values guarantees a small perturbation of the eigenvalues (see, e.g., [8]). Now, the problem to solve is the
eigenvalue problem Aw = λmaxw, where λmax is the unique largest eigenvalue of A that gives the Perron eigenvector as an
estimate of the priority vector.

As a measurement of inconsistency, Saaty [5] proposed using the consistency index CI = (λmax − n)/(n − 1) and the
consistency ratio CR = CI/RI , where RI is the so-called average consistency index [5]. If CR < 0.1, the estimate is accepted;
otherwise, a new comparison matrix is solicited until CR < 0.1. To overcome inconsistency in AHP while still taking into
account expert know-how, the authors propose a model to balance the latter with the former. Our model incorporates
an extended version of the linearization procedure described in [9], and integrates it along with AHP to produce optimal
comparison matrices.

∗ Corresponding author. Tel.: +34 963879890; fax: +34 963877981.
E-mail address: xitdelga@doctor.upv.es (X. Delgado-Galván).

0895-7177/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.mcm.2010.12.023

http://dx.doi.org/10.1016/j.mcm.2010.12.023
http://www.elsevier.com/locate/mcm
http://www.elsevier.com/locate/mcm
mailto:xitdelga@doctor.upv.es
http://dx.doi.org/10.1016/j.mcm.2010.12.023


1786 J. Benítez et al. / Mathematical and Computer Modelling 54 (2011) 1785–1790

2. Linearization process and an extension to judgment modification

We first introduce some notation andmathematical tools [9]. Hereinafter,Mn,m will denote the set of n×m real matrices.
If A ∈ Mn,m, [A]i,j denotes the i, j entry of A. M+

n,m ⊂ Mn,m is the subset of matrices with positive entries. We assume that
vectors of Rn are columns, and denote 1n = [1 · · · 1]T ∈ Rn. Let us recall that the Hadamard product, ⊙, in Mn,m is defined
as the component-wise product. The following two mappings are one inverse of the other:

L : M+

n,m → Mn,m, [L(A)]i,j = log([A]i,j);

E : Mn,m → M+

n,m, [E(A)]i,j = e[A]i,j .

Clearly, L(X ⊙ Y ) = L(X) + L(Y ), and E(X) + E(Y ) = E(X ⊙ Y ) for all X, Y ∈ M+
n,m. Because of its simplicity, we use the

Frobenius norm, ‖A‖F = [tr(ATA)]1/2, tr(X) and XT being the trace and the transpose of matrix X , respectively. Also, inM+
n,m

we define the distance d given by d(A, B) = ‖L(A) − L(B)‖F . Finally, we define φn : Rn
→ Mn,n given by [φn(x)]i,j = xi − xj

and Ln = {L(A) : A ∈ M+
n,n, A is consistent}.

Theorem 1 ([9]). Ln = Imφn is a linear subspace of Mn,n of dimension n − 1.

Wewill now use orthogonal projections, to solve approximation problems. Let pn : Mn,n → Ln be such a projection, and
let us assume that Rn is endowed with the standard inner product, inducing the Euclidean norm, andMn,n is endowed with
the following inner product: ⟨A, B⟩ = tr(ATB).

Theorem 2 ([9]). Let {y1, . . . , yn−1} be an orthogonal basis of the orthogonal complement to span{1n}. Then {φn(y1), . . . , φn
(yn−1)} is an orthogonal basis of Ln and ‖φn(yi)‖2

F = 2n‖yi‖2
2 for all i = 1, . . . , n − 1.

Hence, the orthogonal projection of L(A) onto Ln is given by a Fourier expansion [10].

Theorem 3 ([9]). Let A and {y1, . . . , yn−1} an orthogonal basis of the orthogonal complement to span{1n}. The orthogonal
projection of L(A) onto Ln is the matrix

1
2n

n−1−
i=1

tr(L(A)Tφn(yi))
‖yi‖2

F
φn(yi).

Remark 4. Observe that φn(v) = v1T
n − 1nvT for any v ∈ Rn.

We develop now some results that enable easy calculation of the new consistent comparison matrix if one or more
judgments are modified. As a corollary, we give a fast algorithm to find the closest consistent matrix to a given reciprocal
matrix.

2.1. Consistency retrieval after modifying one pair-wise comparison

Let us suppose that a reciprocal matrix A is obtained from some expert judgment and the consistent matrix YA =

E[pn(L(A))] closest toA is calculated. If the judgment comparing criteria r and s is changed (where r ≠ s and 1 ≤ r, s ≤ n), we
obtain another reciprocal matrix B. In other words, [B]r,s = α[A]r,s and [B]s,r = α−1

[A]s,r for some α > 0 and [B]i,j = [A]i,j
in the remaining entries.

The problemweaddress is how to find the consistentmatrix YB = E[pn(L(B))] closest to B byperforming fewer operations
than by means of Theorem 3.

The relationship between matrices A and B is

L(B) = L(A) + logα(ereTs − eseTr ). (1)

Since the orthogonal projection pn is linear,

pn(L(B)) = pn(L(A)) + logα · pn(ereTs − eseTr ). (2)

By Theorem 3 we have

pn(ereTs − eseTr ) =
1
2n

n−1−
i=1

tr

(ereTs − eseTr )

Tφn(yi)


‖yi‖2
2

φn(yi). (3)

Let us simplify tr

(ereTs − eseTr )

Tφn(yi)

. By using Remark 4, we obtain

(ereTs − eseTr )
Tφn(yi) = (eTr yi)es1

T
n − esyTi − (eTs yi)er1

T
n + eryTi .
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