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Abstract

This paper uses the relationships between three basic, fundamental and proven concepts in manufacturing (resource

commitment to improvement programs, flexibility to changes in operations, and customer delivery performance) as the

empirical context for reviewing and comparing two casual modeling approaches (structural equation modeling and

Bayesian networks). Specifically, investments in total quality management (TQM), process analysis, and employee

participation programs are considered as resource commitments. The paper begins with the central issue of the re-

quirements for a model of associations to be considered causal. This philosophical issue is addressed in reference to

probabilistic causation theory. Then, each method is reviewed in the context of a unified causal modeling framework

consistent with probabilistic causation theory and applied to a common dataset. The comparisons include concept

representation, distribution and functional assumptions, sample size and model complexity considerations, measure-

ment issues, specification search, model adequacy, theory testing and inference capabilities. The paper concludes with a

summary of relative advantages and disadvantages of the methods and highlights the findings relevant to the literature

on TQM and on-time deliveries.
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1. Introduction

Interest in causal modeling methodologies in

the social sciences stems from the desire to estab-

lish patterns of regularities or laws analogous to

those in the physical sciences. A fundamental ap-

peal of causal modeling is the ability to combine
cause–effect information, based on theoretical

construction, with statistical data to provide a

quantitative assessment of relationships among the

studied variables. The purposes for employing

causal modeling in the study of operations are to

develop an explanation of relationships and to

provide a basis for inference. The portrayal, eval-

uation and summarization of assumed causal re-
lationships are the components of explanation.

These relationships are then used to develop
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inferences for diagnostic reasoning from effects to
causes and for the prediction of outcomes that

would follow from a policy or procedure inter-

vention. Available modeling methods offer differ-

ing functional advantages and limitations.

However, any method should have potential

managerial usefulness by providing outputs with

clear interpretation and the capability to assess the

impact of potential changes in the modeled pro-
cess.

Ideally, a causal study would take the form of a

randomized controlled experiment conducted over

an appropriate time period. Such a research design

would minimize construct, internal, external, and

statistical threats to validity (Cook and Campbell,

1979), and allow the possibility of causal conclu-

sions to be reached. Unfortunately, randomized
controlled experiments can seldom, if ever, be

utilized to provide causal knowledge for strategy

and policy issues. Thus, causal modeling methods

for non-experimental data are of interest.

Bayesian networks and structural equation

models (SEM) are the causal modeling methods

for non-experimental data reviewed and compared

in this paper. The paper begins with the central
issue of the requirements for a model of associa-

tions to be considered causal. This philosophical

issue is addressed in reference to probabilistic

causation theory. Then, each method is reviewed

in the context of a unified causal modeling

framework consistent with probabilistic causation

theory, and applied to a common dataset. The

comparisons include concept representation, dis-
tribution and functional assumptions, sample size

and model complexity, measurement, specification

search, model adequacy, theory testing and infere-

nce capabilities. The paper concludes with a sum-

mary of the relative advantages and disadvantages

of the methods.

2. Probabilistic causation theory

The area of causation has been extremely active

over the past twenty years with numerous inter-

actions between the fields of philosophy, statistics

and computer science. This activity has spawn

spirited controversy on a wide variety of concep-

tual and methodological issues (McKim and
Turner, 1997). Causality, as a theoretical postu-

late, has been the subject of highly contested dis-

cussions since the reductive account offered by

Hume (1969). Hume characterized causation by

the regularity of constantly conjoined pairs of

events (Effect ¼ f ðCauseÞ), under conditions of
temporal priority (a cause must precede an effect),

and contiguity (a cause is temporally adjacent to
an effect). However, Hume�s account does not
provide for imperfect regularities nor does it have

the ability to distinguish between a genuine causal

relation and a spurious association. These weak-

nesses motivated development of theories of cau-

sation that cast causal relationships between

general events in terms of stochastic descriptions

(Suppes, 1970).
The key feature of probabilistic causation is a

paradigm switch from the absolute determination

of an effect due to the occurrence of a cause to the

occurrence of a cause increasing the probability of

an effect. An assumption underlying this perspec-

tive is that incomplete knowledge of causes results

in uncertain cause–effect relationships. This con-

ceptualization, labeled as pseudo-indeterminism
(Spirtes et al., 1993), assumes that specified causes

do not alone determine an effect, but do so in

conjunction with unspecified unobserved causes.

Thus, pseudo-indeterminism assumes that sets of

independent specified causes and unspecified cau-

ses are the direct causes (!) of an effect: specified
causes! effect unspecified causes.

Cause–effect relationships, under the assump-
tion of pseudo-indeterminism, may be encoded

into a graphical structure known as a directed

acyclic graph or simply a DAG. Each arrow in a

DAG depicts causal dependence and the absence

of a connecting arrow indicates causal indepen-

dence. The encoded structure is characterized as

directed, since two-headed arrows depicting non-

causal association are not allowed and as acyclic,
since feedback loops (e.g., X ! Y ! X ) are not
allowed.

The common cause principle states if two vari-

ables in a population are associated and neither is

a cause of the other, they must share a common

cause (Reichenbach, 1956). The term association is

used, in reference to probabilistic dependence
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