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a b s t r a c t

Dynamic voltage scaling (DVS) has been adopted as an effective technique for reducing energy consump-
tion in embedded systems. Although several scheduling approaches have been developed to address volt-
age scaling together with stringent timing constraints, inter-task relations have been neglected. This
work presents a pre-runtime method for hard real-time systems scheduling considering dynamic voltage
scaling, overheads and inter-task relations. The proposed work considers time Petri nets as a formal
model in order to provide a basis for precise schedule generation as well as to allow property analysis
and verification. Experimental results depict the proposed approach feasibility, in the sense that energy
consumption is minimized as well as system constraints are met.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

Whenever designing embedded systems, several constraints,
such as size, reliability, energy consumption and timing con-
straints, may have to be considered to satisfy system requirements.
Lately, considerable special attention has been devoted to energy
consumption, mainly due to the great expansion of the mobile de-
vice market.

During the last decade, DVS (dynamic voltage scaling) has been
adopted as one of the most effective techniques for reducing en-
ergy consumption in embedded systems. Adjusting CPU supply
voltage has great impact on energy consumption, since the con-
sumption is proportional to the square of supply voltage in CMOS
microprocessors [11]. However, lowering the supply voltage line-
arly affects the maximum operating frequency. Therefore, DVS
may be seen as a technique for trading-off energy consumption
and performance.

When considering hard real-time systems, DVS needs to be
adopted with caution, since stringent timing constraints may be af-
fected. In this case, equipment damage or even loss of human lives
may occur due to timing constraint violations. Thus, several sched-
uling approaches, mainly based on runtime techniques, have been
devised to cope with DVS in time-critical systems. However, sys-
tem specifications often either oversimplify tasks’ relations such

as precedence and exclusion relation or do not consider them at
all. Furthermore, overheads, such as preemptions and voltage/fre-
quency switching, are issues that must be considered during sche-
dule generation. Indeed, if overheads are neglected, tasks’
constraints may be affected and even the gains obtained with
DVS may be significantly reduced [15].

This paper presents a pre-runtime scheduling method for hard
real-time systems that considers DVS, inter-task relations and
overheads. More specifically, the contributions are: (i) the proposi-
tion of a formal model based on time Petri nets (TPN) that provides
the basis for precise schedule generation as well as for the verifica-
tion/analysis of behavioral and structural properties; (ii) the expli-
cit modeling of inter-task relations and overheads (e.g. voltage/
frequency switching), so as to allow considering them for the sche-
dule generation; and (iii) a pre-runtime scheduling algorithm that
finds out feasible schedules that satisfy timing and energy con-
straints. Besides, a technique for dealing with dynamic slack times
is presented in order to take advantage of new opportunities to fur-
ther reduce energy consumption during system execution.

One challenge designers have to face when dealing with embed-
ded hard real-time systems is the modeling power of tools. In order
to be of practical usability, they might provide means for repre-
senting concurrent communicating tasks, synchronization mecha-
nisms and communication primitives as well as they should
describe timing constraints and requirements. Furthermore, the
availability of precise methods for analysis and verification of sys-
tems’ representation is a requirement of remarkable importance.
Petri nets [16] are a very well suited model for representing real-
time embedded systems, since concurrency, synchronization and
communication mechanisms are naturally represented. It should
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also be emphasized the sound mathematical basis related to Petri
net analysis methods.

The rest of the paper is organized as follows: Section 2 summa-
rizes related works. Section 3 presents some preliminaries with the
purpose of providing a better comprehension of the proposed ap-
proach. Section 4 describes the computational model and Section
5 introduces the formal modeling. Section 6 describes the proposed
pre-runtime schedule synthesis as well as discussing the respec-
tive algorithm complexity. Section 7 presents a technique for deal-
ing with slack times that may appear during system execution.
Section 8 describes experimental results, and Section 9 concludes
this paper and introduces future works.

2. Related works

Many scheduling methods [1,2,7,10,15,21,26] have been devel-
oped to cope with voltage scaling in time-critical systems. Works,
such as [2,21], are based on runtime scheduling policies, which can
greatly improve energy consumption as shown by their experi-
mental results. Some of them apply a preprocessing for defining
an initial voltage for each task before runtime. This can be viewed
as a hybrid approach, which mixes runtime and pre-runtime ap-
proaches. However, some of these works do not properly tackle
overheads related to voltage/frequency switching, preemption,
and runtime calculations, and neglect precedence and exclusion
relations. A common approach in dealing with runtime overheads
is considering them in tasks’ worst-case execution cycles (WCEC).
Nevertheless, this approach may be too pessimistic, since the total
overhead is not known before schedule generation. In this context,
[15,1] explicitly take into account overheads related to voltage/fre-
quency switching during scheduling generation without relying on
the previous statement. Nevertheless, dispatcher/scheduler and
preemption overheads are disregarded. In [10], the authors pro-
pose a technique for reducing the impact of preemptions in system
energy consumption. Although interesting results are provided, the
technique does not consider inter-task relations and assumes CPUs
with continuously variable voltage.

In the literature, few works cope with inter-task relations. The
work described in [8] proposes a runtime method for dealing with
exclusion relations. Nevertheless, precedence relations are ne-
glected and preemption and voltage/frequency switching over-
heads are adopted in tasks’ computation time. In [3], the authors
describe a DVS scheduling method for a distributed environment
considering precedence relations, but they ignore mutual exclu-
sions and consider the scheduler overhead in tasks’ worst-case
execution time (WCET). Cortés [4] proposes a scheduling method
considering precedence relations, assuming that all tasks are
non-preemptable. Besides, the adopted task model assumes tasks
with mandatory and optional parts, in the sense that optional parts
can be left incomplete in order not to violate timing constraints. In
relation to formal methods, some works have been proposed over
the years to tackle real-time systems with energy constraints.
However, in general, they consider soft timing constraints (e.g.

[19]) or adopt fixed-priority scheduling (e.g. [13]). In the latter sit-
uation, feasible schedules may not be properly generated when
considering arbitrary inter-task relations [25].

As an alternative, this work proposes a pre-runtime scheduling
method that considers DVS, inter-task relations and runtime over-
heads. A formal model based on time Petri nets is adopted to pro-
vide a basis for precise schedule generation as well as to allow
property analysis and verification.

3. Preliminaries

This section aims at presenting fundamental concepts and a
motivational example in order to show the feasibility of the pro-
posed method.

3.1. Problem formulation

Before providing details related to the proposed methodology, it
is important to describe its context. The software specification is
represented by a set of periodic hard real-time tasks (T) with in-
ter-task relations, such as precedence and mutual exclusion. Addi-
tionally, it is considered a processor that can vary its voltage/
frequency level within a discrete range (vff). It is worth noting
the overheads that may occur during system execution, more spe-
cifically, voltage/frequency switching, preemption, and runtime
calculations (e.g. dispatcher execution). This paper concerns the
problem of scheduling those tasks on a DVS-capable processor,
such that timing constraints as well as inter-task relations are
met and energy consumption is minimized, respecting a given en-
ergy constraint (emax). Besides, overheads are considered during
scheduling process in order to provide a more realistic system
behaviour. Throughout this paper, the term overhead encom-
passes, as stated previously, voltage/frequency switching, preemp-
tion, and dispatcher executions.

3.2. Methodology

Fig. 1 provides an overview of the design methodology for
implementing embedded software synthesis, in which the pro-
posed scheduling method is a fundamental activity.

Initially, the designer defines the system specification, which
consists of a set of concurrent tasks with their respective con-
straints, behavioral descriptions, information related to the hard-
ware platform (e.g. voltage/frequency levels and energy
consumption) as well as the system energy constraints. A measure-
ment activity may be required whether the designer does not pos-
sess the tasks’ timing information or the information regarding the
hardware energy consumption. Next, the specification is translated
into an internal model able to represent concurrent activities, tim-
ing information, inter-task relations, such as precedence and mu-
tual exclusion, as well as energy constraints. The adopted
internal model is a time Petri net extension, labeled with energy
consumption values. After generating the internal model (TPN),
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Fig. 1. Methodology activity diagram.
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