Rough sets in distributed decision information systems
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ABSTRACT

In “traditional” rough set methodologies, data are assumed to be stored in a single data repository. However, this assumption is not always true in many real-world problems, where data may be distributed across multiple locations, which is especially pertinent with the development of the Internet. To cope with this phenomenon, in this paper we extend the methodology of rough sets to distributed decision information systems. We first present a definition of rough sets in distributed decision information systems. Then we study the reducibility of distributed decision information systems at two different levels of granularity. The conditions for a decision information table or an attribute in distributed decision information systems to be reducible are presented, and an approach to compute reducts of a distributed decision information system is developed. The experimental results show that the proposed approach can be used to simplify distributed decision information systems, while retain their classification abilities.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

As a useful tool in dealing with uncertainty, incompleteness, and imprecision, rough set theory has received significant attention both in theory and practice since it was introduced in 1982 [1]. To meet different requirements of real-world problems, many extensions have been introduced by substituting indiscernibility relations by tolerance relations [2], similarity relations [3], dominance relations [4], general binary relations [5], coverings [6], and neighborhoods [7]. By combining with other theories, some hybrid models, such as decision-theoretic rough sets [8], game-theoretic rough sets [9], fuzzy rough sets and rough fuzzy sets [10], have been developed. These theoretical models have been successfully applied to different areas, such as mining knowledge from databases, feature selection, decision making, fault diagnosis, medical diagnosis, outlier detection, credit rating, etc [11–22].

Generally, the data to be processed are static, limited and centralized. However, this assumption is no longer true with the development of the Internet where rough set theory meets three new challenges: dynamic data, large volumes of data, and distributed data. To process dynamic data, many incremental approaches have been formulated from different perspectives. Under the variation of the object set, Blaszczynski and Slowinski proposed an algorithm for induction of a satisfactory set of decision rules [23]; Zheng and Wang developed a rough set and rule tree based incremental knowledge acquisition algorithm [24]. Liang et al. studied incremental attribute reduction [25]; Chen et al. and Luo et al. reported research on incremental updating approximations [26,27]; Liu et al. introduced three matrices for inducing knowledge dynamically from incomplete information systems [28]. Under the variation of the attribute set, Li et al. presented an approach to incrementally update approximations of concept [29]; Cheng, Li et al. and Liu et al. extended this work to rough fuzzy sets, dominance based rough sets and probabilistic rough sets respectively [30–32]; Wang et al. and Zeng et al. studied the incremental strategy for reduct computation [33,34]. Under the variation of attribute values, Liu et al. discussed rule induction [35,36]; Chen et al. proposed incremental algorithms for updating the approximations of a concept in complete and incomplete information systems [37,38]; Luo et al. studied the same problem in set-valued decision systems [39].

To cope with large data, many highly efficient methods were proposed in the last decades. Xu et al. developed a quick attribute reduction algorithm, for which the time complexity was substantially reduced [40]. Qian et al. proposed the concept of the positive approximation, and used it to accelerate algorithms of heuristic attribute reduction [41,42]. Lu et al. adopted a boundary region-based significance measure regarded as an evaluation criterion, and devised a fast...
feature selection approach [43]. Li et al. derived a fast attribute reduction algorithms for the assignment reduct, the distribution reduct, and the maximum distribution reduct in inconsistent decision tables. Another solution to processing large data is parallel computing. Through dividing a large-scale table into small ones, Liang et al. developed an algorithm to build an approximate reduct by fusing the feature selection results of small tables [44]. Zhang et al. introduced several parallel methods for computing rough set approximation in complete and incomplete information systems [45–47]. Li et al. studied the parallel computing of approximations with dominance-based rough sets approach [48]. Qian et al. proposed a parallel attribute reduction algorithm using MapReduce [49,50]. The basic idea applied in these literatures is dividing the whole data into multiple subsets, then processing them with parallel computer framework such as Hadoop, Phoenix and Twister.

Distributed data are not stored at a single data center, but at multiple sites. A simple approach for the processing of distributed data is to centralize all data together, then the existing methods of rough sets theory could be applied. However, it is not acceptable when the volume of data is very large, because the transmission bandwidth could be relatively limited [51]. In addition, it is sometimes impossible to gather all data in a data center because of privacy and security concern [52]. Many works have generalized classical methods to a distributed framework [53]. Cheung et al. proposed a fast distributed mining algorithm for association rule mining [54]. Kubota et al. parallelized decision tree algorithm to process distributed systems [55]. Kargupta et al. introduced the collective data mining framework for distributed data mining from heterogeneous sites [56]. Basak and Kothari presented a classification algorithm for distributed data [57]. Yang and Wright studied the privacy-preserving computation of bayesian networks on vertically partitioned data [58]. Mangasarian proposed a privacy-preserving support vector machine classifier for distributed data [59]. Kokiofoulou and Proussard studied the problem of classification of multiple observation in the scenario where the observations are collected distributively [60]. Tekin and Schaar developed an online learning algorithm for decentralized big data classification [61]. To our best knowledge, few works have reported the knowledge reduction of distributed data. Qian et al. studied the parallel attribute reduction by dividing the whole data into several small parts in order to accelerate the processing of large data, see [49,50]. However, the proposed methods realize, in essence, centralized computing, and an exchange of large volume of data between computing nodes is required during the processing. This motivates the need for an investigation of knowledge reduction of distributed decision information systems.

Our contributions in this paper are as follows:

(1) The centralized method for processing distributed data is time consuming, and sometimes impossible. To overcome this limitation, a definition of rough sets in distributed decision information systems is presented.

(2) From two different views of information granularity, the reducibility of distributed decision information systems is studied. The conditions for a decision information table or an attribute in distributed decision information systems to be reducible are formulated.

(3) A discernibility function is applied to find the reducts of distributed information systems. Using this method, all the reducts of a distributed decision information system can be established.

The study is structured as follows: In Section 2, some basic concepts of rough sets are reviewed. In Section 3, rough sets in distributed decision information systems are defined, and some important properties of this definition are studied. In Section 4, we discuss how to simplify a distributed decision information system while not reducing its classification abilities. In Section 5, three group of experimental results are presented. In Section 6, we offer some conclusions.

2. Preliminaries

In this section, we briefly review basic notions of rough sets, and the definition of rough sets in decision information tables [1,62].

2.1. Pawlak rough sets

Let U be a finite non-empty set called the universe, and R be an equivalence relation on U. The pair (U, R) is called an approximation space. The equivalence relation R partitions the universe U into disjoint subsets. Such a partition of the universe is denoted by U/R. If two elements x and y in U belong to the same equivalence class, we say that x and y are indistinguishable by R. Otherwise we say that x and y are distinguishable by R.

The equivalence relation and the induced equivalence classes may be regarded as some available knowledge about the objects under consideration.

Definition 1. Given an arbitrary set X ⊆ U, it can be characterized by a pair of sets called lower and upper approximations:

\[ R_X = \{ x \in U | \{ a | a \in X \} \subseteq \{ a | a \in U \} \} \] (1)

\[ D_X = \{ x \in U | \{ a | a \in X \} \cap \{ a | a \in U \} \neq \emptyset \} \] (2)

where \{a | a \in X\} = \{y | y \in U \} and \{a | a \in U\} is the equivalence class containing x. In rough set theory, a pair of lower and upper approximations is used to describe a set when the knowledge is incomplete, imprecise, or vague. It also indicates the uncertainty of a set in a given approximation space. When the lower approximation is equal to the upper approximation, the set is precise (definable, certain) in this approximation space; otherwise the set is imprecise (undefinable, uncertain).

2.2. Rough sets in decision information tables

A decision information table (DIT) can be defined as \( S = (U, A, \{ \text{class} \}) \), where U is a nonempty set of objects, A is a set of condition attributes, and \{class\} is a set of condition attributes, D is a decision attribute, \( V_a \) is a nonempty set of values for each attribute \( a \in A \), and \( f_a : U \rightarrow V_a \) is an information function for each attribute \( a \in A \). For a subset of attributes \( A \subseteq A \), we define an equivalence relation \( R_A \) (or \( A \) for short) as follows:

\[ R_A = \{ (x, y) \in U \times U | f_a(x) = f_a(y) \} \] (3)

According to the above definition, two objects in U satisfy \( R_A \) if and only if they have the same values on all attributes of A. Consequently, we can form two equivalence relations by \( C \) and \( D \) respectively.

Definition 2. Let \( U/D = \{ d_1, d_2, \ldots, d_m \} \) be the partition of the universe U defined by the decision attribute D. Then the positive region and boundary region of D with respect to C in S are as follows:

\[ \text{POS}_C(D) = \bigcup_{i=1}^{m} C(d_i) \] (4)

\[ \text{BND}_C(D) = U - \text{POS}_C(D) \] (5)

where \( C(d_i) = \{ x \in U | \{ a | a \in X \} \subseteq \{ a | a \in U \} \} \) is the lower approximation of \( d_i \) in the approximation space produced by C.

A decision information table is consistent if each equivalence class defined by C leads to a unique decision. In other words, there is \( d_i \in U/D \) for any \( X \subseteq C \) such that \( X \subseteq d_i \). In this case, we have \( \text{POS}_C(D) = U \) and \( \text{BND}_C(D) = \emptyset \). Otherwise the table is inconsistent.

Let B be a subset of C, an attribute \( a \in B \) is dispensable in B if \( \text{POS}_{C-B} = \text{POS}_{C-B} \); otherwise a is indispensable in B. The collection of all the dispensable attributes in C is called the core of S.
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