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Abstract

In a large, dense network, the computation of the 'distances', i.e., the shortest path lengths between all pairs of nodes, can take a long time with algorithms known from the literature.

We present two all-pairs shortest path algorithms, based on the equations of Bellman. These algorithms run fast, much faster than indicated by their time complexity bound of $O(n^2m)$, where $n$ is the number of nodes and $m$ the number of arcs.

As in Bellman's method 'candidate' distances are maintained and updated, obtaining the distances eventually. However, the order of updating the candidate distances is changed, in such a way that arcs are eliminated as soon as it is clear that they are not relevant for the update of candidate distances later in the algorithm. In dense graphs this can significantly reduce the computation time.

By scanning the arcs in order of increasing weight, arcs are eliminated earlier. By scanning the nodes in a 'pseudo-topological' order, the computation time can further decrease. In acyclic directed networks one of the resulting all-pairs algorithms runs in $O(m \log n + nm_0)$ time, where $m_0$ denotes the number of 'essential' arcs, i.e., arcs that are indispensable in some shortest path.
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1. Introduction

In a directed or undirected network with $n$ nodes and $m$ arcs (or edges), one can determine quickly shortest paths from a single source node to all other nodes as targets, with 'single-source' algorithms known from the literature [1]. However, the running time is larger by an order of magnitude $n$ for the computation of shortest paths between all pairs of nodes.

Frequently, one desires a faster algorithm, especially in situations where all-pairs path computations are to be repeated. In communication networks, one repetitively updates the so-called routing table, using all-pairs computations (e.g., see [2]). Another example is the Steiner tree problem, with applications in VLSI design. Preprocessing programs can be quite effective, but they require multiple updates of all-pairs distances; see Duin and Volgenant [3]. When dealing with combinatorial optimisation problems (e.g., see [4]), a Lagrangian relaxation method to the shortest path problem may be appropriate. Lagrangian relaxation as applied in Bley et al. [5], in order to solve a network design problem, leads to a series of all-pairs shortest path computations in complete networks.

The two all-pairs algorithms of this paper are based on the equations of Bellman [6]; they run fast in sparse as well as dense networks. The order of the algorithmic operations is organised in such a way that the algorithms can eliminate
'redundant' arcs; algorithmic operations with those arcs may be skipped. Therefore, the algorithms can run faster than any other algorithm up to now, even though they do not have a very favorable time complexity of $O(n^2m)$.

Besides swiftness of computation, the algorithms have other advantages. In telecommunication networks, the paths represent connections and there can be associated with each arc on the path, a switching cost or a risk of failure. From a viewpoint of reliability a minimal number of arcs on the path may be most desirable, while the minimisation of the path’s length is valuable as a secondary objective (choosing a shortest path from the collection of paths having the minimum number of arcs). One of the algorithms computes such paths in $O(nm)$ time. Applications modelled by a network often use a directed acyclic graph (DAG), especially when arcs represent transitions in time; a well-known example is a project network. The other algorithm runs on a DAG in $O(m \log n + nm_0)$ time, where $m_0 (\leq m)$ denotes the number of ‘essential’ arcs—those arcs $(i,j)$ for which the arc itself is the only shortest path from $i$ to $j$.

The paper’s presentation is as follows. We review some known shortest path algorithms in Section 1.1. In Section 2, a preliminary algorithm is given as ALLPAIRS1; it implements the Bellman equations for all pairs with $2n$ node lists. The accelerated algorithm ALLPAIRS2 is faster by applying two rules for the elimination of redundant arcs. The two elimination rules are more effective when one processes the (noneliminated) arcs in order of increasing weight. In Section 3, we formulate ALLPAIRS3, a simplified algorithm using only one singly linked list per node. By means of a ‘pseudo-topological ordering’ of the nodes we accelerate this algorithm. In Section 4.1, the time complexities are computed efficiently under the condition that there are no cycles of total negative arc weight. If such ‘nega-cycles’ do not exist, then the original arc weights can be transformed to nonnegative weights such that the ordering of the paths by length is preserved (see [7]). Before one runs a shortest path algorithm requiring nonnegative weights, this transformation may be necessary.

All the algorithms discussed can be applied to undirected graphs as well, by means of the so-called ‘digraph representation’; each undirected ‘edge’ $(i,j)$ is then represented by two directed arcs $(i,j)$ and $(j,i)$ of equal weight $c(i,j)=c(j,i)$.

1.1. A short review

Let there be given paths of length $d(i,j) \leq c(i,j)$ for all pairs $(i,j) \in V \times V$ (with $d(i,i)=0$). Then $d(i,j)=d^*(i,j)$ for all pairs, if and only if the triangle inequalities hold (see [1])

$$d(i,j) \leq d(i,k) + d(k,j) \quad \text{for every } (i,k,j) \in V \times V \times V.$$  \hspace{1cm} (1)

The generic label-correcting algorithm follows a simple scheme. Maintaining tentative, (candidate) ‘distance labels’ $d$, one starts with the initialisation

$$\forall (i,j) \in V \times V \; \text{do} \; d(i,j) := \infty; \quad \forall i \in V \; \text{do} \; d(i,i) := 0; \quad \forall (i,j) \in A \; \text{do} \; d(i,j) := c(i,j).$$  \hspace{1cm} (2)

For as long as (1) is violated, one selects in a ‘label check’ triplets $(i,k,j) \in V \times V \times V$; this label check (for short: check) updates the label $d(i,j)$ as follows:

$$\text{if } d(i,j) > d(i,k) + d(k,j) \; \text{then } d(i,j) := d(i,k) + d(k,j).$$  \hspace{1cm} (3)

Algorithms differ in their selection rule: in what order do we select triplets? With clever rules one might arrive at stopping condition (1) with a bound on the number of checks. On the other hand, it may be possible to guarantee (1) in less time while executing checks for more triplets, provided that these triplets are selected more quickly. Classical algorithms have here a different emphasis. The algorithm of Floyd [19] is most popular, probably because of a simple design, rather than because of its running time. After initialisation (2) it generates and checks triplets in $O(1)$ time per triplet.

$$\text{for } k \; \text{from } 1 \; \text{to} \; n \; \text{do} \quad \text{for } i \; \text{from } 1 \; \text{to} \; n \; \text{do} \; \text{[if } d(i,k) < \infty \text{ then]} \quad \text{for } j \; \text{from } 1 \; \text{to} \; n \; \text{do} \; \text{execute } (3).$$
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