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Abstract

We provide a single reduction that demonstrates that in normal-form games: (1) it is \(\mathcal{NP}\)-complete to determine whether Nash equilibria with certain natural properties exist (these results are similar to those obtained by Gilboa and Zemel [Gilboa, I., Zemel, E., 1989. Nash and correlated equilibria: Some complexity considerations. Games Econ. Behav. 1, 80–93]), (2) more significantly, the problems of maximizing certain properties of a Nash equilibrium are inapproximable (unless \(\mathcal{P} = \mathcal{NP}\)), and (3) it is \#\(\mathcal{P}\)-hard to count the Nash equilibria. We also show that determining whether a pure-strategy Bayes–Nash equilibrium exists in a Bayesian game is \(\mathcal{NP}\)-complete, and that determining whether a pure-strategy Nash equilibrium exists in a Markov (stochastic) game is \(\mathcal{PSPACE}\)-hard even if the game is unobserved (and that this remains \(\mathcal{NP}\)-hard if the game has finite length). All of our hardness results hold even if there are only two players and the game is symmetric.
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1. Introduction

Game theory provides a normative framework for analyzing strategic interactions. However, in order for anyone to play according to the solutions that it prescribes, these solutions must be computed. There are many different ways in which this can happen: a player can consciously solve the game (possibly with the help of a computer\(^1\)); some players can perhaps eyeball the game and find the solution by intuition, even without being aware of the general solution concept; and in some cases, the players can converge to the solution by following simple learning rules. In each case, some computational machinery (respectively, one player’s conscious brain, a computer, one player’s subconscious brain, or the system consisting of all players together) arrives at the solution using some procedure, or algorithm.

Some of the most basic computational problems in game theory concern the computation of Nash equilibria of a finite normal-form game. An example problem is to compute one Nash equilibrium—any equilibrium will do. What are good algorithms for solving such a problem? Certainly, we want the algorithm to always return a correct solution. Moreover, we are interested in how fast the algorithm returns a solution. Generally, as the size of the game (more generally, the problem instance) increases, so does the running time of the algorithm. Whether the algorithm is practical for solving larger instances depends on how rapidly its running time increases. An algorithm is generally considered efficient if its running time is at most a polynomial function of the size of the instance (game). There are certainly other properties that one may want the algorithm to have—for example, one may be interested in learning algorithms that are simple enough for people to use—but the algorithm should at least be correct and computationally efficient.

The same computational problem may admit both efficient and inefficient algorithms. The theory of computational complexity aims to analyze the inherent complexity of the problem itself: how fast is the fastest (correct) algorithm for a given problem? \(\mathcal{P}\) is the class of problems that admit at least one efficient (polynomial-time) algorithm.\(^2\) While many problems have been proved to be in \(\mathcal{P}\) (generally by explicitly giving an algorithm and proving a bound on its running time), it is extremely rare that someone proves that a problem is not in \(\mathcal{P}\). Instead, to show that a problem is hard, computer scientists generally prove results of the form: “If this problem can be solved efficiently, then so can every member of the class \(\mathcal{X}\) of problems.” This is usually shown using a reduction from one problem to another (we will give more detail on reductions in Section 2). If this has been proven, the problem is said to be \(\mathcal{X}\)-hard (and \(\mathcal{X}\)-complete if, additionally, the problem has also been shown to lie in \(\mathcal{X}\)). The strength of such a hardness result depends on the class \(\mathcal{X}\) used. Usually, the class \(\mathcal{NP}\) is used (we will describe \(\mathcal{NP}\) in more detail in Section 2), and most problems of interest turn out to be either in \(\mathcal{P}\) or \(\mathcal{NP}\)-hard. \(\mathcal{NP}\) contains \(\mathcal{P}\), and it is generally considered unlikely that \(\mathcal{P} = \mathcal{NP}\). Exhibiting a polynomial-time algorithm for an \(\mathcal{NP}\)-hard problem (thereby showing \(\mathcal{P} = \mathcal{NP}\)) would constitute a truly major upset: among other things, it would (at least in a theoretical sense, and possibly in a practical

\(^1\) The player might also be a computer, for example, a poker-playing computer program. Indeed, at least for some variants of poker, the top computer programs are based around computing a game-theoretic solution (usually, a minimax strategy).

\(^2\) To define \(\mathcal{P}\) formally (which we will not do here), one must also formally define a model of computation. Fortunately, the class of polynomial-time solvable problems is quite robust to changes in the model of computation. Nevertheless, it is in principle possible that humans have a more powerful computational architecture, and hence that they can solve problems outside \(\mathcal{P}\) efficiently.
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