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Abstract

Since the introduction of Reinforcement Learning (RL) in Game Theory, a growing

literature is concerned with the theoretical convergence of RL-driven outcomes towards Nash

equilibrium. In this paper, we apply this issue to a search-theoretic framework (posted-price

market) where sellers are confronted with a population of imperfectly informed buyers and

take one decision per period (posted prices) with no direct interactions between sellers. We

focus on three different scenarios with varying buyers’ characteristics. For each of these

scenarios, we quantitatively and qualitatively test whether the learned variable (price strategy)

converges to the Nash equilibrium. We also study the impact of the temperature parameter

(defining the exploitation/exploration trade off) on these results.
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1. Introduction

Since the seminal paper of Erev and Roth (see Ref. [1]) introducing Reinforcement
Learning (RL) as an efficient modeling tool to approach human actual behavior,
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a growing literature tried to compare theoretically the properties of large multi-
agent systems driven by RL to that of the Nash outcome. One key issue is to
determine in which conditions these two may coincide. For example, Ref. [2]
considers this issue in a congestion game analogous to a market entry game.
Comparing two specifications of the RL algorithm, the author sketches two
situations: in the first one, she considers one isolated RL agent that plays against
the n � 1 other agents endowed with fixed mixed strategies and so do not react on
the RL-agent’s decisions. In this setting, it is shown that initial conditions play a
crucial role on the final strategy played by the RL agent. The case of n RL agents is
then examined. The main conclusion is that this second case exhibits more rapidly a
stable aggregate behavior and that the relative performance of one RL algorithm
depends on the type of considered environment (endogenous evolving versus
constant).
This paper provides an illustration of the convergence issue on a simple

decentralized market (see Refs. [3,4] for examples of RL applications to
decentralized markets). Such markets have been used to analyze price forma-
tion when the market is not ruled by an auctionner. Recently, these models
have been applied to e-commerce in order to explain the persistant price
dispersion despite consumers’ lower search costs (see Refs. [5,6]). In this respect,
Ref. [7] shows that the link between information and pricing is often mislead-
ing in the context of search theory models. Notably, better information may
lead to higher price dispersion and a more intensive search by shoppers may
lead to higher prices in symmetric mixed strategy equilibrium of the game. We
here consider a simple posted-price market of that type: imperfectly informed
buyers wish to buy an homogeneous item at the best price on one hand, and
sellers try to obtain the maximum profit by setting discrete prices within a bounded
range of potential prices on the other hand. There are two types of buyers:
(i) uninformed (visit randomly one seller period and shop if the proposed price is
less than their reservation price) and (ii) informed buyers (visit k sellers
per period and buy at the firm setting the lowest of the k prices if this price is
less than their reservation price). The repartition between the two types is governed
by an exogenous parameter a. Buyers’ behavior is then characterized by the
couple ða; kÞ. We can identify two polar cases namely Case I (‘‘competitive
setting’’) where there is only informed buyers and where k is equal to the number
of sellers and Case II (‘‘monopolistic competition’’) where there are only
uninformed buyers. For Case I, the Nash equilibrium is the Bertrand competi-
tive outcome, while in Case II, the Nash equilibrium is the monopoly outcome.
For intermediate cases, Ref. [7] already established the Nash equilibrium in
mixed strategies. For these three cases, we test whether the distribution of
learned prices converges qualitatively and quantitatively to the Nash mixed
equilibrium.
The remainder of this paper is divided as follows: Section 2 presents the simulation

model and the implementation of the RL algorithm. Section 3 summarizes the results
for the two polar cases (Cases I and II). Section 4 presents the results for one
representative intermediate case. Section 5 concludes.
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