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1. Introduction

It is a common practice to take checkpoint of a database from time to time, and restore the database to the most recent checkpoint when a failure occurs. It is desirable that a global checkpoint of a database records a state of the database which reflects the effect of a set of completed transactions and not the results of any partially executed transactions. Such a checkpoint of the database is called a transaction-consistent global checkpoint [23]. A straightforward way to take a transaction-consistent global checkpoint of a distributed database is to block all newly submitted transactions and wait until all the currently executing transactions finish and then take the checkpoint. Such a checkpoint is guaranteed to be transaction-consistent, but this approach is not practical, since blocking newly-submitted transactions will increase transaction response time which may not be acceptable for the users of the database. Another approach would be to run a read only transaction which would read the entire database and save it to stable storage; the underlying concurrency control algorithm will ensure that the saved state is transaction-consistent. This would be inefficient especially in the presence of long-living transactions. A more efficient way would be to save (checkpoint) the state of each data item independently and periodically without blocking any transaction. However if each data item is checkpointed independently and periodically, some checkpoints of some data items may not be part of any transaction-consistent global checkpoint of the database and hence are useless.
In this paper, we address this issue and establish the necessary and sufficient conditions for a checkpoint of a data item (or the checkpoints of a set of data items) to be part of a transaction-consistent global checkpoint of the database. This result would be useful for constructing a transaction-consistent global checkpoint incrementally from the checkpoints of each individual data item. By applying this condition, we can start from an useful checkpoint of any data item and then incrementally add checkpoints of other data items until we get a transaction-consistent checkpoint of the database.

1.1. Motivation and objectives

In a distributed system, to minimize the lost computation due to failures, the state of the processes involved in a distributed computation are periodically saved (checkpointed). When one or more processes involved in the distributed computation fails, the processes are restarted from a previously saved consistent global checkpoint. When processes are independently checkpointed, the checkpoints taken may not be part of any consistent global checkpoint and hence are useless [21]. Netzer and Xu [21] introduced the notion of zigzag paths between checkpoints of processes involved in a distributed computation and established the necessary and sufficient conditions for a given checkpoint of a process to be part of a consistent global checkpoint (i.e., useful). They proved that a checkpoint of a process is useful if and only if there is no zigzag path from that checkpoint to itself. Several checkpointing algorithms have been proposed for distributed systems [2, 18, 9, 8, 19, 3, 17].

Checkpointing is also an established technique for handling failures in database systems. Many of the checkpointing schemes proposed in the literature for distributed database systems are intrusive to different extent. Some of these are discussed in Section 2 and Section 3. Non-intrusive checkpointing algorithms under which transactions do not have to be blocked when checkpoints are taken are desirable [30]. If each data item in a distributed database is checkpointed by an independent transaction periodically, it is quite possible that none of the checkpoints taken is part of any transaction-consistent global checkpoint of the database. Motivated by the work of Netzer and Xu for distributed computations [21], in this paper, we establish the necessary and sufficient conditions for a given checkpoint of a data item (or checkpoints of a set of data items) to be part of a transaction consistent global checkpoint.

1.2. Organization of the paper

The remainder of this paper is organized as follows. In Section 2 we introduce the background required for understanding the paper. Section 3 discusses related works. In Section 4 we present the necessary and sufficient conditions for a set of checkpoints of a set of data items to be part of a transaction consistent global checkpoint and prove its correctness; we also discuss the applications of our work. Section 5 concludes the paper.

2. Background

2.1. System model

We consider a model of distributed database system similar to the model in [23]. In this model, a distributed database system consists of a set of data items residing at various sites. Sites can exchange information via messages transmitted on a communication network, which is assumed to be reliable. The data items of the database are accessed by transactions and the transactions are controlled by transaction managers (TM) that reside at these sites. The TM is responsible for the proper scheduling of transactions using appropriate concurrency control algorithms in such a way that the integrity of the database is maintained. In addition, the data items at each site are controlled by a data manager (DM). Each DM is responsible for controlling access to data items at its site. Each data item is checkpointed by a local transaction periodically. Before a transaction takes a checkpoint of a data item it obtains an exclusive lock on the data item so no other transaction can be accessing that data item while it is checkpointed. The state of a data item changes when a transaction accesses that data item for a write operation. In order to guarantee the integrity and efficiency of transaction processing, the following four properties, referred to as ACID [27], must be maintained.

- Atomicity: Each transaction is executed in its entirety, or not at all executed.
- Consistency preservation: Execution of a transaction in isolation (that is, with no other transaction execute concurrently) preserves the consistency of the database.
- Isolation: Even though multiple transactions may execute concurrently, the system guarantees that for every pair of transactions $T_i$ and $T_j$, it appears to $T_i$ that either $T_i$ finished execution before $T_j$ started, or $T_j$ started execution after $T_i$ finished. Thus, each transaction is unaware of other transactions executing concurrently in the system.
- Durability: After a transaction completes successfully, the changes it has made to the database persist, even if there are system failures.

In order to maintain ACID requirements and achieve maximum performance, a proper schedule of transactions need to be arranged in which the operations of various transactions are interleaved as much as possible. Given a schedule, a directed graph, referred to as precedence graph [28] or serialization graph [27], can be constructed to illustrate the procedure of...
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