Differential evolution in constrained numerical optimization: An empirical study
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Abstract
Motivated by the recent success of diverse approaches based on differential evolution (DE) to solve constrained numerical optimization problems, in this paper, the performance of this novel evolutionary algorithm is evaluated. Three experiments are designed to study the behavior of different DE variants on a set of benchmark problems by using different performance measures proposed in the specialized literature. The first experiment analyzes the behavior of four DE variants in 24 test functions considering dimensionality and the type of constraints of the problem. The second experiment presents a more in-depth analysis on two DE variants by varying two parameters (the scale factor $F$ and the population size $NP$), which control the convergence of the algorithm. From the results obtained, a simple but competitive combination of two DE variants is proposed and compared against state-of-the-art DE-based algorithms for constrained optimization in the third experiment. The study in this paper shows (1) important information about the behavior of DE in constrained search spaces and (2) the role of this knowledge in the correct combination of variants, based on their capabilities, to generate simple but competitive approaches.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

Nowadays, the use of evolutionary algorithms [12] (EAs) to solve optimization problems is a common practice due to their competitive performance on complex search spaces [33]. On the other hand, optimization problems usually include constraints in their models and EAs, in their original versions, do not consider a mechanism to incorporate feasibility information in the search process. Therefore, several constraint-handling mechanisms have been proposed in the specialized literature [6,46].

The most popular approach to deal with the constraints of an optimization problem is the use of (mainly exterior) penalty functions [53], where the aim is to decrease the fitness of infeasible solutions in order to favor the selection of feasible solutions. Despite its simplicity, a penalty function requires the definition of penalty factors to determine the severity of the penalization, and these values depend on the problem being solved [52]. Based on this important disadvantage, several alternative constraint-handling techniques have been proposed [34].

In the recent years, the research on constraint-handling for numerical optimization problems has been focused mainly in the following aspects:
1. Multiobjective optimization concepts: A comprehensive survey of constraint-handling techniques based on Pareto ranking, Pareto dominance, and other multiobjective concepts has been recently published [37]. These ideas have been recently coupled with steady-state EAs [64], selection criteria based on the feasibility of solutions found in the current population [62,63], real-world problems [48], pre-selection schemes [15,31], other meta-heuristics [23], and with swarm intelligence approaches [27].

2. Highly competitive penalty functions: In order to tackle the fine-tuning required by traditional penalty functions, some works have been dedicated to balance the influence of the value of the objective function and the sum of constraint violation by using rankings [18,52]. Other proposals have been focused on adaptive [1,57,58] and co-evolutionary [17] penalty approaches, as well as alternative penalty functions such as those based on special functions [60,67].

3. Novel bio-inspired approaches: Other nature-inspired algorithms have been used to solve numerical constrained problems, such as artificial immune systems (AIS) [8], particle swarm optimization (PSO) [4,39], and differential evolution (DE) [22,24,38,45,54–57,73–75].

4. Combination of global and local search: Different approaches couple the use of an EA, as a global search algorithm with different local search algorithms. There are combinations such as agent-memetic-based [59], co-evolution-memetic-based [30], and also crossover-memetic-based [61] algorithms. Other approaches combine mathematical-programming based local search operators [55,56,65].

5. Hybrid approaches: Unlike the combination of global and local search, these approaches look to combine the advantages of different EAs, such as PSO and DE [47] or AIS and genetic algorithms (GAs) [2].

6. Special operators: Besides designing operators to preserve the feasibility of solutions [6], there are proposals dedicated to explore either the boundaries of the feasible and infeasible regions [20,26] or convenient regions close to the parents in the crossover process [69,71].

7. Self-adaptive mechanisms: There are studies regarding the parameter control in constrained search spaces, such as a proposal to control the parameters of the algorithm (DE in this case) [3]. There is another approach where a self-adaptive parameter control was proposed for the DE parameters and also for the parameters introduced by the constraint-handling mechanism [42]. The selection of the most adequate DE variant was also controlled by an adaptive approach in [21]. Finally, fuzzy-logic has been also applied to control the DE parameters [32].

8. Theoretical studies: Still scarce, there are interesting studies on runtime in constrained search spaces with EAs [72] and also in the usefulness of infeasible solutions in the search process [68].

Based on this overview of the recent research related with constrained numerical optimization problems (CNOPs), some observations are summarized:

- The research efforts have been mainly focused on generating competitive constraint-handling techniques (1 and 2 in the previous list).
- The combination of different search algorithms has become very popular (4 and 5 in the list).
- Topics related to special operators and parameter control are important to design more robust algorithms to solve CNOPs (6 and 7 in the aforementioned list).
- Besides traditional EAs such as GAs, Evolution Strategies (ES), and Evolutionary Programming (EP), novel nature-inspired algorithms such as PSO, AIS, and DE have been explored (3 in the list).
- DE has specially attracted the interest from researchers due to its excellent performance in constrained continuous search spaces (last set of references in 3 in the list).

Despite the highly competitive performance showed by DE when solving CNOPs, the research efforts, as it will be pointed out by a careful review of the state-of-the-art later in the paper, have been focused on providing modifications to DE variants instead of analyzing the behavior of the algorithm itself. This current work is precisely focused on providing empirical evidence about the behavior of DE original variants (without additional mechanisms or modifications) in constrained numerical search spaces. Furthermore, this knowledge is used to propose a simple combination of DE variants in a competitive approach to solve CNOPs.

Different experiments are designed to test DE original variants by using, in all cases, an effective but parameter-free constraint-handling technique. Four performance measures found in the specialized literature are used to analyze the behavior of four DE variants. These measures are related with the capacity to reach the feasible region, the closeness to the feasible global optimum (or best known solution), and the computational cost. Twenty-four well-known test problems [28] recently used to compare state-of-the-art nature-inspired techniques to solve CNOPs are used in the experiments. Nonparametric statistical tests are used to provide more statistical support to the obtained results. It is known from the No Free Lunch Theorems for search [66] that using such a limited set of functions does not guarantee, in any way, that a variant which performs well on them, will necessarily be competitive in a different set of problems. However, the main objective of this work is to provide some insights about the behavior of DE variants depending of the features of the problem. Besides, another goal is to analyze the effect of two DE parameter values related with its convergence (the scale factor and the population size) on different types of constrained numerical search spaces. The last goal of this work is the use of the knowledge obtained in a simple approach which combines the strengths of two DE variants into a single approach which does not use complex additional mechanisms.
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