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a b s t r a c t 

The distributed production lines widely exist in modern supply chains and manufacturing systems. 

This paper aims to address the distributed no-wait flow shop scheduling problem (DNWFSP) with the 

makespan criterion by using proposed iterated greedy (IG) algorithms. Firstly, several speed-up methods 

based on the problem properties of DNWFSP are investigated to reduce the evaluation time of neigh- 

borhood with O (1) complexity. Secondly, an improved NEH heuristic is proposed to generate a promis- 

ing initial solution, where the iteration step of the insertion step of NEH is applied to the factory after 

inserting a new job. Thirdly, four neighborhood structures (i.e. Critical_swap_single, Critical_insert_single, 

Critical_swap_multi, Critical_insert_multi ) based on factory assignment and job sequence adjustment 

are employed to escape from local optima. Fourthly, four local search methods based on neighbor- 

hood moves are proposed to enhance local searching ability, which contains LS_insert_critical_factory 1, 

LS_insert_critical_factory 2, LS_swap , and LS_insert . Finally, to organize neighborhood moves and local 

search methods efficiently, we incorporate them into the framework of variable neighborhood search 

(VNS), variable neighborhood descent (VND) and random neighborhood structure (RNS). Furthermore, 

three variants of IG algorithms are presented based on the designed VNS, VND and RNS. The parame- 

ters of the proposed IG algorithms are tuned through a design of experiments on randomly generated 

benchmark instances. The effectiveness of the initialize phase and local search methods is shown by nu- 

merical comparison, and the comparisons with the recently published algorithms demonstrate the high 

effectiveness and searching ability of the proposed IG algorithms for solving the DNWFSP. Ultimately, the 

best solutions of 720 instances from the well-known benchmark set of Naderi and Ruiz for the DNWFSP 

are proposed. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Intelligent production system is an important part of an in- 

telligent factory, meanwhile the intelligent production should 

consider production, scheduling, logistics, and management of all 

enterprises [1] . Along with the increase of cooperation between 

enterprises, the distributed production system has widely existed 

in the manufacturing systems [2–7] . The distributed manufactur- 

ing production system leads to high quality production and other 

benefits such as reduced production costs, decreased management 

risks and more [8] . In real production, many industrial applica- 

tions, e.g. metal, plastic, chemical, and pharmaceutical industries, 
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require that jobs cannot have any delay between consecutive 

machines or operations. For example, in steel factories, the heated 

metal must be processed through a continuous sequence of opera- 

tions before it is cooled to prevent defects in the steel. Due to the 

competitive situation and globalization, the above industrial enter- 

prises have switched the single factories to distributed factories. 

Therefore, this paper studies the distributed no-wait flow shop 

scheduling (DNWFSP) with the makespan criterion presented by 

Lin and Ying [4] . In the classic permutation flow shop scheduling 

problem (PFSP), n jobs are processed on m machines in the same 

processing order. Under the distributed manufacturing production 

system, Naderi and Ruiz [2] proposed a distributed permutation 

flow shop scheduling problem (DPFSP). In the DPFSP, there exist 

f identical factories, and each factory has a same permutation 

flow shop. Each job needs to be first assigned to one of factories, 

and then this problem must solve f PFSPs to optimize scheduling 

objectives. Therefore, the task of DPFSP is to reasonably assign 

jobs to factories and determine the jobs sequence in each factory. 
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Besides the constraints of PFSP, the DPFSP also assumes that once 

a job is assigned to a factory, it should be completed here and 

no reassignments are possible. The distributed no-wait flow shop 

scheduling problem (DNWFSP) is an extension of DPFSP [4] , which 

considers the no-wait constraint in the permutation flow shop in 

each factory. The no-wait refers to that no interruption is permit- 

ted either on or between any consecutive machines in an assigned 

factory in the route. Like the DPFSP, the combinations of factories 

and jobs are not changed, so the DNWFSP has the same number of 

solutions with the DPFSP. Therefore, we can conclude that the total 

number of solutions of DNWFSP is ( n −1 
f−1 

) n ! according to literature 

[2] that demonstrates the DPFSP has ( n −1 
f−1 

) n ! solutions totally. The 

number of solutions of the DNWFSP is significantly greater than 

those of the regular NWFSP (that has n ! solutions). According to 

the literature [4] , if the number of factories equals one, or if all 

the jobs are assigned to single factory, then the DNWFSP with the 

makespan criterion reduce to a NWFSP with the makespan crite- 

rion. According to literature [9] , the NWFSP with makespan crite- 

rion is a strongly NP-hard when the numbers of machines is more 

than two. In addition, each factory in the DNWFSP has a no-wait 

flow shop. Therefore, we can conclude that DNWFSP is a NP-hard 

problem with minimization of makespan when m > 2 and n > f . 

Regarding the approaches for solving the DNWFSP, an iterated 

cocktail greedy (ICG) was first proposed by Lin and Ying [4] , 

which contains two self-tuning mechanisms and a cocktail de- 

struction mechanism. Then, Komaki and MalaKooti [10] proposed 

a general variable neighborhood search algorithm (GVNS) to solve 

it. Compared to the DNWFSP, the literature about the DPFSP is 

relatively rich. Naderi and Ruiz [2] first proposed six mixed integer 

linear programs models for the DPFSP, and designed two factory 

assignment rules, and 14 heuristics based on dispatching rules, 

constructive heuristics, and variable neighborhood decent (VND) 

methods. After that, many effective and efficient heuristic-based 

algorithms were developed to deal with the DPFSP. Liu and Gao 

[11] first proposed an electromagnetism-like mechanism (EM) 

algorithm which introduces the concept of component force and 

redefines the movement of election based on insertion and swap 

operators. The EM contains four neighborhood structures to en- 

hance the search ability, i.e. insertion within the critical factory, 

swap in the critical factory and general insertion and swap. Gao 

and Chen [12] proposed a hybrid genetic algorithm with local 

search (IG_LS), in which the crossover and mutation operators 

were developed to make it suitable for the representation of 

DPFSP. A local method integrated Insert_Jobs, Exchange_Jobs, and 

Move_Jobs was developed to explore neighborhood solutions. 

After that, Gao et al. [13] presented a knowledge-based genetic 

algorithm to improve the GA_LS. The authors regarded the partial 

job sequences as knowledge, and employed the infection operator 

to improve individuals in the genetic algorithm. Gao and Chen 

[14] proposed a modified NEH2, i.e. NEH df , which inserts f jobs 

instead of one job at a time. Meanwhile, they employed a multi- 

insertion through an unspecified branch and bound procedure. 

Gao et al. [15] proposed an improved VNS algorithm, which 

combines VND(a) of [2] with NEH df method presented in [14] . Gao 

et al. [16] proposed a tabu search (TS) algorithm, in which the 

neighborhood structure is defined by exchanging sub-sequence 

between factories rather than by moving a single job to other po- 

sitions. An enhanced local search method by combing Insert_Jobs, 

Exchange_Jobs, and Move_Jobs [13] is embed into TS to enhance 

local searching ability. Lin and Ying [17] proposed a modified it- 

erated greedy (MIG) algorithm for solving the DPFSP. Four variants 

of MIG algorithms are tested and the best one IG VST is compared 

against the HGA and TS. In the MIG algorithm, the destruction size 

is adjusted dynamically. Fernandez-Viagas and Framinan [18] pro- 

posed a bounded-search iterated greedy algorithm (BIG) for the 

DPFSP. The BIG improves a solution in each iteration by three 

local search methods including LS proposed by Neardri and Ruiz 

[2] , simple relative local search, and relative local search based on 

exchange. Moreover, the authors defined lower and upper bounds 

for the makespan when a job is assigned to a specific factory. 

Wang et al. [19] proposed an estimation of distribution algorithm 

(EDA), in which the earliest completion factory (ECF) was proposed 

for a permutation based encoding to generate a feasible schedule. 

The EDA employs a probability model to describe the solution 

space, and generates new solutions by sampling the probability 

model. Xu et al. [20] proposed a hybrid immune algorithm (HIA), 

in which the ECF rule considering both factory dispatching and 

job sequence was used to transfer a job permutation to a feasible 

schedule. The authors designed the crossover operator, mutation, 

and vaccination operator to perform immune search. Naderi 

and Ruiz [21] proposed a scatter search which consists of five 

components, i.e. diversification generation method, improvement 

method, reference set update, subset generation method, and 

solution combination method. The authors compared the existing 

algorithms (EM, BIG, TS, and VNS) and the experimental results 

showed that the SS has the best performance so far. As regards the 

NWFSP, there are a significant amount of existing results. A num- 

ber of algorithms were presented for solving the NWFSP, such as 

hybrid differential evolution (HDE) algorithm [22] , discrete particle 

swam optimization (DPSO) [23] , genetic algorithms (GA) [24,25] , 

teaching-learning based optimization algorithm (TLBO) [26] , iter- 

ative local search (IL S) algorithm (IL S) [27] , iterated greedy (IG) 

algorithm [28] , simulated annealing (SA) algorithm [29] , etc. 

The iterated greedy (IG) algorithm is a simple and effective 

algorithm presented by Ruiz and Stützle [30] . The IG has very few 

parameters and does not adopt specific problem knowledge. The IG 

starts with a random solution or a problem-specific heuristic solu- 

tion generated by NEH [31] , and then the destruction-construction 

is applied to this solution, which contains two phases, i.e . remov- 

ing ds jobs and reinserting them into remaining sequence. Finally, 

the local search is applied to the current solution. During recent 

years, the IG algorithm has shown to be powerful in solving the 

complex optimization problems. Of course, the IG also has been 

applied to other scheduling problems, such as the blocking flow 

shop scheduling [32] , the no-idle flow shop scheduling [33] , the 

SDST-PFSP [34] etc. Motivated by the successfully applications of 

IG, this paper develops three different variants of iterated greedy 

algorithms that combine different neighborhood structures to 

solve the DNWFSP with the makespan criterion. The innovation 

of this paper is summarized as follows. (1) An improved NEH 

heuristic is proposed to generate a promising initial solution, 

where the iteration step of the insertion step of NEH is applied to 

the factory after inserting a new job. (2) Four local search meth- 

ods (including LS_insert_critical_factory 1, LS_insert_critical_factory 2, 

LS_swap, and LS_insert ) based on neighborhood moves are pro- 

posed to enhance searching ability. (3) Three different variants 

of IG algorithms (including IG_VNS, IG_VND, IG_RNS) are pre- 

sented based on the designed VNS, VND and RNS to solve the 

DNWFSP. Regarding the contribution of this paper, three different 

neighborhood moves are firstly defined according to the no-wait 

constraint and the characteristic of distribution of the DNWFSP, 

and we develop accelerated techniques motivated by the no-wait 

constraint for computing the makespan of candidate solutions 

generated by neighborhood moves. Then, to escape from local 

optima, this paper designs four neighborhood structures according 

to the literature [35] , which consist of Critical_swap_single, Crit- 

ical_insert_single, Critical_swap_multi, Critical_insert_ multi . These 

neighborhood moves exist in the critical factory and between 

the critical factory and other factories. Finally, based on 720 

benchmark instances proposed by Naderi and Ruiz [2] , numerical 

simulations and comparisons with the existing algorithms show 
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