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a b s t r a c t 

We study an online flow shop scheduling problem where each job consists of several tasks that have to 

be completed in t different stages and the goal is to maximize the total weight of accepted jobs. The set 

of tasks of a job contains one task for each stage and each stage has a dedicated set of identical paral- 

lel machines corresponding to it that can only process tasks of this stage. In order to gain the weight 

(profit) associated with a job j , each of its tasks has to be executed between a task-specific release date 

and deadline subject to the constraint that all tasks of job j from stages 1 , . . . , i − 1 have to be completed 

before the task of the i th stage can be started. In the online version, jobs arrive over time and all infor- 

mation about the tasks of a job becomes available at the release date of its first task. This model can be 

used to describe production processes in supply chains when customer orders arrive online. 

Even the basic version of the offline problem with a single machine in each stage, unit weights, unit 

processing times, and fixed execution times for all tasks (i.e., deadline minus release date equals process- 

ing time) is APX -hard and we show that the approximation ratio of any polynomial-time approximation 

algorithm for this basic version of the problem must depend on the number t of stages. 

For the online version of the basic problem, we provide a (2 t − 1) -competitive deterministic online 

algorithm and a matching lower bound. Moreover, we provide several (sometimes tight) upper and lower 

bounds on the competitive ratios of online algorithms for several generalizations of the basic problem 

involving different weights, arbitrary release dates and deadlines, different processing times of tasks, and 

several identical machines per stage. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Scheduling is concerned with the allocation of jobs to scarce 

resources (machines). In revenue management, each job has a cer- 

tain weight (or revenue) and the goal is to output a feasible subset 

of the jobs with maximum total weight. For each job j , the sched- 

uler has to decide whether to accept the job (occupying a machine) 

or reject it (losing potential revenue). Additionally, the scheduler 

must decide to which machine each accepted job should be as- 

signed and when it should be executed within the time interval 

between its release date r j and deadline d j . 

The special case where the processing requirement p j of a job j 

is equal to d j − r j is known as interval scheduling . Here, the sched- 

uler does not have to decide when to execute a job since each ac- 

cepted job has to start directly at its release date and will end at 

its deadline. 
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The more general case p j ≤ d j − r j is considered as job schedul- 

ing , where the difference d j − r j is called interval length . 

In this paper, we analyze a scheduling problem where each job 

j consists of several tasks and each of them has to be scheduled in 

a certain stage . There is a dedicated set of parallel machines avail- 

able for each stage i ∈ { 1 , . . . , t} and these machines can only pro- 

cess tasks of stage i (where each machine can process one task at 

a time). Each job j has one task T i 
j 

in each stage i and each task 

T i 
j 

has a specific release date r i 
j 
, processing time p i 

j 
and deadline 

d i 
j 
, where we assume that d i −1 

j 
≤ r i 

j 
for i = 2 , . . . , t . Each job j has 

a nonnegative weight w j that is obtained if job j is accepted, in 

which case all tasks of job j have to be completed by their dead- 

lines on the machines of the corresponding stages. The objective is 

to maximize the total weight of accepted jobs. 

In the online version of the problem, jobs arrive over time and 

all tasks of a job become known at the release date of the first 

task of the job. Here, the scheduler is allowed to abort previously 

accepted jobs in order to accept jobs arriving later (which might 

have larger weight). 

The problem is motivated by scheduling processes in which 

several individual operations have to be performed in sequence 
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and profit is only obtained after a job has been processed in all 

stages. A specific example is scheduling emergency patients in a 

hospital. Patients arrive online and each patient either has to be 

scheduled immediately for several treatments (stages) on a clinical 

pathway (if the job is accepted) or has to be sent to another hos- 

pital (if the job is rejected). The goal of the scheduler is to accept 

as many patients as possible, which means that the jobs have unit 

weights. 1 

Another motivation is the map-reduce paradigm ( Dean & Ghe- 

mawat, 2008 ), which is a standard programming model used in 

industry for processing and generating large data sets. The idea is 

to portion the input into map tasks that can be run on map ma- 

chines in the first stage outputting key-value pairs. In the second 

stage, these pairs serve as input for the reduce machines. A more 

detailed description of the map-reduce paradigm from a schedul- 

ing perspective can be found in Moseley, Dasgupta, Kumar, and 

Sarlós (2011) , where the authors consider a variant of the two- 

stage flexible flow shop problem motivated by the map-reduce 

paradigm. Later, Fotakis, Milis, Papadigenopoulos, Zampetakis, and 

Zois (2015) extended this model to three stages by introducing an 

additional shuffle stage. 

Further possible applications of our model include production 

processes in supply chains, where each step of the production pro- 

cess corresponds to a stage and profit is only obtained when the 

final product is delivered to the customer. In this context, aborting 

a job may correspond to outsourcing its remaining tasks to exter- 

nal contractors. 

1.1. Previous work 

Some of our results focus on interval scheduling, i.e., the case 

where the processing time of each job/task is equal to its dead- 

line minus its release date. Single-stage interval scheduling prob- 

lems are well-studied in literature. The single-stage offline version 

of our problem is known to be efficiently solvable in polynomial 

time, even in the case of arbitrary weights ( Arkin & Silverberg, 

1987; Bouzina & Emmons, 1996 ). For unit weights, even the online 

problem with a single stage can be solved optimally by a simple 

greedy algorithm ( Carlisle & Lloyd, 1995; Faigle & Nawjin, 1995 ). 

When different weights are allowed, however, this problem does 

not admit any competitive online algorithms if no further restric- 

tions are imposed ( Canetti & Irani, 1998; Woeginger, 1994 ). 

A model similar to ours was considered in Bar-Yehuda, 

Halldórsson, Naor, Shachnai, and Shapira (2006) . Here, the authors 

provide (offline) approximation algorithms for a single-stage model 

in which each job (or t-interval ) consists of a union of at most t 

half-open intervals. However, there is only one machine that pro- 

cesses all the intervals whereas, in our model, we have a separate 

set of machines in each stage, which implies that tasks of different 

stages cannot interfere with each other. In Bachmann, Halldórsson, 

and Shachnai (2013) , the authors consider the online selection of 

t -intervals, which do not necessarily arrive in order of their left 

endpoints, and provide upper and lower bounds on the competi- 

tive ratio of randomized online algorithms. 

Other researchers consider similar problems. Bafna, Narayanan, 

and Ravi (1995) and Berman and DasGupta (2002) analyze the 

problem of scheduling nonoverlapping local alignments, which cor- 

responds to our basic problem in the offline case. Their work is 

motivated by applications in computational molecular biology. In 

Bafna et al. (1995) , the authors analyze the IR problem , which 

consists of choosing a maximum independent subset of axis- 

parallel rectangles, where two rectangles are independent if both 

1 Note that aborting jobs is not feasible in this particular application. However, 

the online algorithms we present for the case of unit weights never abort jobs, so 

they apply to settings without the possibility to abort jobs as well. 

of their projections on the axes do not intersect. They show NP - 

completeness of the problem even for unit weights and provide a 

tight analysis of a natural local improvement heuristic for general 

weights. In Berman and DasGupta (2002) , the authors provide a 3- 

approximation for the two-dimensional weighted version that runs 

in O(n log n ) time. In Chlebík and Chlebíková (2005) , the authors 

provide inapproximability results for the independent set problem 

in d -box graphs, i.e., intersection graphs of axis-parallel rectangles 

in R 

d . Here, intersections between rectangles are defined by the 

intersection of sets in R 

d rather than by considering projections to 

the axes. 

The offline case of our problem is a special case of finding a 

maximum weight independent set in a d -claw free graph. More 

specifically, scheduling jobs in t stages can be thought of finding a 

maximum weight independent set in the corresponding intersec- 

tion graph, which is (2 t + 1) -claw free. Approximation algorithms 

for the maximum weight independent set problem in d -claw free 

graphs can be found in Chandra and Halldórsson (1999) . A d /2- 

approximation algorithm is given in Berman (20 0 0) . This corre- 

sponds to a (t + 

1 
2 ) -approximation algorithm for our scheduling 

problem. In Halldórsson (1995) , the author presents an approxi- 

mation algorithm for the unweighted maximum independent set 

problem in d -claw free graphs based on local improvement search 

and achieves an approximation ratio of d−1 
2 + ε. This yields a (t + 

ε) -approximation algorithm for the basic version of our scheduling 

problem. 

There is also some work that directly faces the online indepen- 

dent set problem where nodes are presented one after each other 

and, at each step, the algorithm either has to accept or decline the 

incoming node. However, it is easy to see that an online algorithm 

cannot have a better competitive ratio than n for this problem, 

where n denotes the number of nodes in the graph. Therefore, re- 

searchers consider models in which the online algorithm has more 

power or additional information about the arriving nodes. For ex- 

ample, in Halldórsson, Iwama, Miyazaki, and Taketomi (2002) , the 

authors consider settings where the online algorithm can maintain 

several solutions and in Göbel, Hoefer, Kesselheim, Schleiden, and 

Vöcking (2014) , the online algorithm is given additional informa- 

tion about the graph or the distribution of the node weights a pri- 

ori. 

To the best of our knowledge, the online case of our schedul- 

ing setting with the objective of maximizing the total weight of 

accepted jobs has not been studied so far. 

1.2. Our contribution 

We present online algorithms for several cases of the problem, 

sometimes obtaining tight upper and lower bounds on the com- 

petitive ratio achievable by any deterministic online algorithm. Our 

competitiveness results are summarized in Table 1 . 

The basic problem considered in Section 3 is a restricted ver- 

sion with unit weights, unit processing times, unit interval lengths, 

and a single machine in each stage. We obtain upper and lower 

bounds on the competitiveness of online algorithms for this setting 

as well as for the generalizations to arbitrary weights ( Section 4.1 ) 

and unit weights but arbitrary interval lengths ( Section 4.2 ). Af- 

terward, we consider the combination of different weights and ar- 

bitrary interval lengths ( Section 4.3 ) as well as a general model 

combining different weights, arbitrary interval lengths, and arbi- 

trary processing times ( Section 4.4 ). In the section on parallel ma- 

chines ( Section 4.5 ), we analyze the problem with several identical 

parallel machines in each stage and show how several results from 

the single-machine case can be extended. 

For the offline problem, we show that even the offline ver- 

sion of the basic problem considered in Section 3 is APX -hard. 

Moreover, we show that (unless P = NP ) there does not exist a 
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