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Abstract: Iterative learning control has been developed for processes or systems that complete
the same finite duration task over and over again. The mode of operation is that after each
execution is complete the system resets to the starting location, the next execution is completed
and so on. Each execution is known as a trial and its duration is termed the trial length. Once
each trial is complete the information generated is available for use in computing the control
input for the next trial. This paper uses the repetitive process setting to develop new results
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1. INTRODUCTION

The first research on Iterative Learning Control (ILC)
developed a derivative, or D-type, law for speed control of
a voltage-controlled dc-servomotor. Since this first work
ILC has been an established area of research and one
starting point for the literature is the survey papers Ahn
et al. (2007); Bristow et al. (2006). A large volume of
the currently available literature assumes a discrete model
of the dynamics is available, by sampling if required and
hence direct digital design.

The novel feature of ILC is that all information generated
on previous trials is known and can be used in the control
law. In higher-order ILC, there are contributions from a
finite number M > 1 of previous trials. The notation for
variables in this paper is of the form hk(p), 0 ≤ p ≤ α− 1,
where h is the vector or scalar valued variable of interest,
the integer k ≥ 0 is the trial number and α is the number
of samples along the trial (α times the sampling period
gives the trial length).

Suppose that r(p), 0 ≤ p ≤ α− 1, denotes the sup-
plied reference vector or signal. The error on trial k is
ek = r(p) − yk(p), where yk(p) is the output on this
trial. Then the ILC design problem is to construct a control
sequence {uk} such that the error sequence {ek} converges,
i.e., sequentially improve the tracking error from trial-to-
trial. Moreover, once a trial is complete all information
generated on this trial is available for use in computing
the control signal for the next trial and hence non-causal
terms are allowed in the current trial input. Higher-order
ILC (Bien and Huh, 1989), where information from the
previous M > 1 previous trials is used in the computation
of the current trial control input, offers the possibility of a
higher error convergence speed compared to the standard

form of an ILC law where only previous trial information
is used.

Given the finite trial length, one approach to ILC design
for discrete systems is to represent the dynamics by an
equivalent standard systems model, where, e.g., the trial
output is represented by a column vector formed from
the values at the sample instants along the trial. This
is often termed lifted ILC design and given the reference
trajectory, the trial-to-trial error dynamics can be written
as a discrete difference equation in the trial number. The
basic task then is to design the ILC law such that trial-to-
trial error convergence occurs. In this design setting it is
assumed that the system is stable but if not a preliminary
feedback control must be applied to ensure stability and
acceptable transient dynamics along the trials and ILC
designed for the resulting controlled dynamics.

Lifted ILC design is a two-stage procedure and an alterna-
tive is to exploit 2D systems theory where in this setting
one indeterminate is the trial number and the other the
along the trial variable. Repetitive processes are a distinct
class of 2D systems where information propagation in one
direction only occurs over a finite duration this is an
inherent property of the dynamics and not an assumption
introduced for analysis purposes. A detailed treatment
of repetitive processes, including industrial examples and
how this setting can be found in Rogers et al. (2007).

As the trial length is finite, repetitive processes are a closer
match to ILC and designs using this setting have seen
experimental verification on a gantry robot that replicates
the pick and place operation, see, e.g. Hladowski et al.
(2010); Paszke et al. (2016). In the repetitive process
setting, it is possible to do control law design for error
convergence and transient dynamics along the trials in
one step. Moreover, unlike the lifted approach, this setting
extends naturally to differential dynamics, i.e., to cases
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where design by emulation is the preferred or only setting
for design.

Robustness, as in other areas, is an important issue in ILC
design. In standard linear systems theory one commonly
used setting for robustness and control law design is to
assume that the uncertainty present lies in a specified
model class. Two commonly used classes are termed norm-
bounded and polytopic, respectively and in this paper the
former is considered in the ILC setting. The result is LMI-
based control law design algorithms that extend naturally
to the polytopic case.

In recent work (Wang et al., 2016) it was shown that
higher-order ILC laws can be developed using linear repet-
itive process theory. The performance of the resulting
design was illustrated using numerical simulations. These
previous results show that higher-order ILC law is able
to achieve tracking error convergence, but the nature of
the convergence was unanswered and, moreover, a rigorous
proof of the convergence properties was also missing. In
this paper, this previous work is extended by the develop-
ment of a novel higher-order ILC design with guarantee er-
ror convergence, which, in fact, has a form of monotonicity
(trial-to-trial) convergence. A rigorous convergence proof
is developed and it is shown that design in the presence
of uncertainty can also be undertaken in the repetitive
process setting.

As an essential step to experimental validation, the design
algorithms developed in this paper are applied to a model
of a physical system. This is a model for one axis of a
gantry robot executing a pick and place operation, to
which ILC is particularly suited. The model used was
obtained by frequency response tests on the robot, which
has been used to experimentally verify a number of ILC
laws, see, e.g. Hladowski et al. (2010); Paszke et al. (2016).

Throughout this paper, the null and identity matrices
with the required dimensions are denoted by 0 and I
respectively. Also M � 0 (≺ 0) denotes a real symmetric
positive (negative) definite matrix and X � Y is used to
denote the case when X − Y is a negative semi-definite
matrix. Finally, the symbol {∗} denotes block entries in a
symmetric matrix and ρ(·) the spectral radius of its matrix
argument, i.e., if a square matrix, say H, has eigenvalues
hi, 1 ≤ i ≤ j, ρ(H) = max1≤i≤j |hi|.

2. BACKGROUND

Consider the discrete linear time-invariant state-space
model described in the ILC setting by

xk(p+ 1) = Axk(p) +Buk(p),

yk(p) = Cxk(p), p = 0, 1, ..., α− 1, (1)

where k ≥ 0 is the trial number, α < ∞ is the finite
number of samples along the trial, i.e., α times the sam-
pling period is equal to the trial length. Also on trial k
xk(p) ∈ Rm is the state vector, yk(p) ∈ Rn is the output
vector and uk(p) ∈ Rs is the input vector. Let r(p) ∈ Rn

denote the reference vector and hence the error on kth trial
is

ek(p) = r(p)− yk(p). (2)
The ILC design requirement of forcing the error sequence
{ek} to converge in k can be formulated mathematically
as

lim
k→∞

‖ek‖ = 0, lim
k→∞

‖uk − u∞‖ = 0, (3)

where u∞ is termed the learned control and ‖·‖ denotes the
norm on the underlying function space. One class of widely
considered ILC laws computes the current trial input as
the sum of that used on the previous trial plus a correction
term computed using previous trial data, i.e.,

uk+1(p) = uk(p) + ∆uk+1(p), (4)

where ∆uk+1(p) is the correction to be designed.

For analysis purposes only, define the following vector
from (1)

ηk+1(p+ 1) = xk+1(p)− xk(p), (5)

i.e., the difference between the state vectors on successive
trials. Also consider the case when

∆uk+1(p) = K1ηk+1(p+ 1) +K2ek(p+ 1), (6)

where K1 and K2 are compatibly dimensioned matrices to
be designed. Combing (1), (4) and (6), gives

ηk+1(p+ 1) = Âηk+1(p) + B̂ek(p),

ek+1(p) = Ĉηk+1(p) + D̂ek(p), (7)

where

Â = A+BK1, B̂ = BK2,

Ĉ = −C(A+BK1), D̂ = I− CBK2, (8)

Repetitive processes make a series of passes through a set
of dynamics defined over a finite duration known as the
pass length. Once each pass is complete, the process resets
to the starting location and the next pass can begin, either
immediately after the resetting operation is complete or
after a further period of time has elapsed. On each pass
an output, termed the pass profile, is produced, which
acts as a forcing function on, and hence contributes to,
the dynamics of the next pass. A detailed treatment of
the dynamics and control problems for linear repetitive
processes can be found in Rogers et al. (2007). The ILC
dynamics (6) are those of a discrete linear repetitive
process with previous pass profile ek(p), current pass state
vector ηk+1(p) and no control input. From this point
onwards, pass is replaced by trial to conform with the
majority of the ILC literature.

The stability theory for linear repetitive processes (Rogers
et al., 2007) requires that a bounded initial trial profile
vector produces a bounded sequence of trial profile vectors,
where boundedness is defined in terms of the norm on
the underlying function space. This theory is based on an
abstract model in a Banach space setting that includes all
constant trial length linear examples as special cases.

Two forms of stability are defined, termed asymptotic and
along the trial, respectively, where the former imposes the
boundedness property over the finite and fixed trial length
and the latter is stronger since it requires this property for
all possible values of the trial length. Moreover, this latter
property can be analyzed mathematically by considering
α → ∞.

Theorem 1. (Rogers et al., 2007) The state-space model (7)
describing the ILC dynamics is stable along the trial if and
only if

• ρ(D̂) < 1,

• ρ(Â) < 1,
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• all eigenvalues of the transfer-function matrix G(z) =

Ĉ(zI − Â)−1B̂ + D̂ have modulus strictly less than
unity for all |z| = 1.

In Theorem 1 the first entry is the necessary and sufficient
condition for asymptotic stability. This is precisely the
condition for error convergence of the ILC dynamics under
a control law of the form given above with K1 = 0 (Kurek
and Zaremba, 1993). Such a control law does not require
that the state dynamics is stable. Hence if (1) is unstable
a preliminary stabilizing control law would be required to
prevent unacceptable transient dynamics along the trials.
In the lifting approach this stabilization requirement is
met by the design and application of a stabilization control
law, e.g., state feedback and then the ILC law is designed
for the resulting controlled dynamics. This requirement is
automatically ensured by the repetitive process result.

An alternative to working in the frequency domain for
repetitive process control law design is to use a Lya-
punov function approach. The following result is the 2D
Lyapunov function interpretation of stability along the
trial for the systems considered in this paper. Although
sufficient but not necessary this result allows the use of
LMI based computations in design and was used in the
experimental verification results in Hladowski et al. (2010).

Theorem 2. (Rogers et al., 2007) The state-space model (7)
describing the ILC dynamics is stable along the trial if
there exist matrices P1 � 0 and P2 � 0 such that the
following LMI holds [

−P (∗)
ΦP −P

]
< 0, (9)

where

Φ =

[
Â B̂

Ĉ D̂

]
, P =

[
P1 0
0 P2

]
. (10)

3. HIGHER-ORDER ILC DESIGN

One feature of ILC is that data from all previous trials are
available for use in the design and application of control
laws. A generalization of (4) is to select the control law as

uk+1(p) = uk(p)+Kxηk+1(p+ 1)+

M∑
j=1

Kj−1ek−j+1(p+ 1),

(11)
where the integer M > 1 denotes the number of previous
trial terms used. This is termed a higher-order ILC law and
in this section the design to guarantee error convergence
in k is developed using linear repetitive process theory.

Substituting (11) into (1) gives the controlled ILC dynam-
ics state-space model

ηk+1(p+ 1) = Âηk+1(p) +

M∑
j=1

B̂j−1ek−j+1(p),

ek+1(p) = Ĉηk+1(p) +

M∑
j=1

D̂j−1ek−j+1(p), (12)

where

Â = A+BKx, B̂0 = BK0, B̂j−1 = BKj−1,

Ĉ = −CA− CBKx, D̂0 = I− CBK0,

D̂j−1 = −CBKj−1, j = 2, ...,M. (13)

In the repetitive process setting this last state-space model
is termed non-unit memory , withM denoting the memory
length. If M = 1 the model of the previous section, termed
a unit memory repetitive process, is recovered.

The analysis in this paper requires (12) to be written as a
unit memory process, i.e.,

ηk+1(p+ 1) = Âηk+1(p) + B̄ēk(p),

ēk+1(p) = C̄ηk+1(p) + D̄ēk(p), (14)

where

ēk(p) =
[
eTk−M+1(p) ··· eTk−1(p) eTk (p) T

]
,

B̄ =
[
B̂T

M−1 · · · B̂T
1 B̂T

0

]T
,

C̄ =




0
0
...
0
Ĉ


 , D̄ =




0 I 0 ··· 0

0 0 I
. . . 0

0 0 0 ··· 0
...

...
...

. . . I
D̂M−1 D̂M−2 D̂M−3 ··· D̂0


 . (15)

Applying the z-transform, i.e., zxk(p) = xk(p + 1),
(see Bristow et al. (2006) for the details of how this
transform can be applied despite the finite trial length)
to (14) gives

ēk+1(z) = G(z)ēk(z), (16)

where G(z) = C̄(zI− Â)−1B̄+ D̄. The terms in transfer-
function matrix G(z) that governs error convergence is the
bottom row, i.e.,

ek+1(z) = [GM−1(z), · · · , G0(z)]ēk(z). (17)

The design objective is to select the control law matrices
Kx,Ki−1, i = 1, . . . ,M, such that the norm of the above
transfer-function is sufficiently small and thus convergence
can be achieved.

Theorem 3. For a given γ > 0 the discrete linear repetitive
process representing the ILC dynamics described by (14)
is stable along the trial and satisfies

‖[GM−1(z), · · · , G0(z)]‖∞ < γ (18)

if there exist matrices P1 � 0, N1 and N2 with µ = γ2

such that the following LMIs are feasible[
−P +Q ∗

A1P +B1N −P

]
≺ 0, (19)

[
−P ∗

A2P +B2N −P

]
≺ 0, (20)

where

A1 =

[
A 0 · · · 0

−CA 0 · · · 1

]
, B1 =

[
B B

−CB −CB

]
,

A2 =




A 0 0 · · · 0
0 0 1 · · · 0
...

...
...
. . .

...
0 0 0 · · · 1

−CA 0 0 · · · 1



, B2 =




B B
0 0
...

...
0 0

−CB −CB



, (21)

where

P = diag{P1, I}, Q = diag{0, (1− µ)I}, N = diag{N1, N2}.

If these LMIs are feasible, stabilizing control law matrices
are given by

Kx = N1P
−1
1 , [KM−1, ..., K1, K0] = N2. (22)

Proof. The LMI (20) can be written as

ΦTPΦ− P ≺ 0, (23)
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