Accepted Manuscript

Robust fixed-time synchronization for uncertain complex-valued
neural networks with discontinuous activation functions

Xiaoshuai Ding, Jinde Cao, Ahmed Alsaedi, Fuad E. Alsaadi, Tasawar
Hayat

PII: S0893-6080(17)30062-X
DOI: http://dx.doi.org/10.1016/j.neunet.2017.03.006
Reference: NN 3732

To appear in:  Neural Networks

Received date: 19 December 2016
Revised date: 20 February 2017
Accepted date: 12 March 2017

Please cite this article as: Ding, X., Cao, J., Alsaedi, A., Alsaadi, F. E., & Hayat, T. Robust
fixed-time synchronization for uncertain complex-valued neural networks with discontinuous
activation functions. Neural Networks (2017), http://dx.doi.org/10.1016/j.neunet.2017.03.006

This is a PDF file of an unedited manuscript that has been accepted for publication. As a
service to our customers we are providing this early version of the manuscript. The manuscript
will undergo copyediting, typesetting, and review of the resulting proof before it is published in
its final form. Please note that during the production process errors may be discovered which
could affect the content, and all legal disclaimers that apply to the journal pertain.


http://dx.doi.org/10.1016/j.neunet.2017.03.006

Robust Fixed-time Synchronization for uncertain Complex-valued
Neural Networks with Discontinuous Activation Functions

Xiaoshuai Ding®, Jinde Cao®**, Ahmed Alsaedi, Fuad E. Alsaadi¢, Tasawar Hayat®f

“Department of Mathematics, and Research Center for Complex Systems and Network Sciences, Southeast University,
Nanjing 210096, China
bSchool of Education, Xizang Minzu University, Xianyang 712082, China
¢Department of Mathematics, Faculty of Science, King Abdulaziz University, Jeddah 21589, Saudi Arabia
4Nonlinear Analysis and Applied Mathematics (NAAM) Research Group, Department of Mathematics, Faculty of
Science, King Abdulaziz University, Jeddah 21589, Saudi Arabia
¢Electrical & Computer Engineering Department, Faculty of Engineering, King Abdulaziz University, Jeddah 21589,
Saudi Arabia
TDepartment of Mathematics, Quaid-I-Azam University, Islamabad 44000, Pakistan

Abstract

This paper is concerned with the fixed-time synchronization for a class of complex-valued neural
networks in presence of discontinuous activation functions and parameter uncertainties. Fixed-
time synchronization not only claims that the considered master-slave system realize synchro-
nization within a finite time segment, but also requires a uniform upper bound for such time
intervals for all initial synchronization errors. To accomplish the target of fixed-time synchro-
nization, a novel feedback control procedure is designed for the slave neural networks. By means
of the Filippov discontinuity theories and Lyapunov stability theories, some sufficient conditions
are established for the selection of control parameters to guarantee synchronization within a fixed
time, while an upper bound of the settling time is acquire as well, which allows to be modulated
to predefined values independently on initial conditions. Additionally, criteria of modified con-
troller for assurance of fixed-time anti-synchronization are also derived for the same system. An
example is included to illustrate the proposed methodologies.
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1. Introduction

Recently, the complex-valued neural networks(CVNNs) have aroused enormous interest of
many scholars owing to their broad application prospects in filtering, optoelectronics, computer
vision, remote sensing and speech synthesis [8], [39], [27], [23], [10], etc. Unlike the real valued
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