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a b s t r a c t

We suggest using ‘‘realized volatility’’ as a volatility proxy to aid inmodel-basedmultivari-
ate bond yield density forecasting. To do so, we develop a general estimation approach to
incorporate volatility proxy information into dynamic factormodelswith stochastic volatil-
ity. The resulting model parameter estimates are highly efficient, which one hopes would
translate into superior predictive performance. We explore this conjecture in the context
of density prediction of U.S. bond yields by incorporating realized volatility into a dynamic
Nelson-Siegel (DNS)model with stochastic volatility. The results clearly indicate that using
realized volatility improves density forecasts relative to popular specifications in the DNS
literature that neglect realized volatility.
© 2016 International Institute of Forecasters. Published by Elsevier B.V. All rights reserved.

1. Introduction

Time-varying volatility exists in US government bond
yields.2 In this paper, we introduce volatility proxy data in
the hopes of better capturing this time-varying volatility
for predictive purposes. To do so, we develop a general es-
timation approach to incorporate volatility proxy informa-
tion into dynamic factor models with stochastic volatility.
We apply it to the dynamic Nelson–Siegel (DNS) model of
bond yields.We find that the higher frequencymovements
of the yields in the realized volatility data contain valuable
information for the stochastic volatility and lead to signif-
icantly better density predictions, especially in the short
term.
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2 Early empirical work was done by Engle, Ng, and Rothschild (1990).

In the years that followed, there have been many attempts to empirically
validate and analyze time-varying volatility in US government bond
yields/prices (See, for example, papers cited in Diebold & Rudebusch,
2012).

Our approach can be applied to the existing classes of
dynamic factor models with stochastic volatility. Specifi-
cally, we can account for stochastic volatility on the latent
factors or stochastic volatility on the measurement errors.
We derive ameasurement equation to link realized volatil-
ity to the model-implied conditional volatility of the origi-
nal observables. Incorporating realized volatility improves
estimation of the stochastic volatility by injecting precise
volatility information into the model.

The DNS model is a dynamic factor model that uses
latent level, slope, and curvature factors to drive the in-
tertemporal movements of the yield curve. This reduces
the high-dimensional yields to be driven by just three fac-
tors. The level of the yield curve has traditionally been
linked to inflation expectations while the slope is linked to
the real economy. Our preferred specification introduces
stochastic volatility on these latent factors. This leads to
a nice interpretation of the stochastic volatility as captur-
ing the uncertainty surrounding well-understood aspects
of the yield curve. It also reduces the dimension of model-
ing the time-varying volatility of the yield curve.

We then compare this specification to several others
in the DNS framework, including random walk dynam-
ics for the factors and stochastic volatilities, as well as
stochastic volatility on the yieldmeasurement equation. In
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a forecasting horserace on US bond yields, our preferred
specification features slight improvements in the point
forecast performance and significant gains in the density
forecast performance. The realized volatility data injects
accurate conditional second moment information into the
model, which aids in both the extraction of the current
volatility state and also the estimation of the volatility pro-
cess parameters. Both are important for density prediction,
with the accurate volatility state estimation effect domi-
nating for short horizon forecasts and the accurate param-
eter estimation effect dominating at longer horizons. We
also find that allowing for time-varying volatility is im-
portant for density prediction, especially in the short run.
Unlike conditional mean dynamics, modeling volatility as
first-order autoregressive processes rather than random
walks leads to better predictive performance. Furthermore,
having stochastic volatility on the factor equation better
captures the time-varying volatility in the bond yield data
when compared to stochastic volatility on the measure-
ment equation.

Our paper relates to the literature in three main ar-
eas. First, our paper relates to work started by Barndorff-
Nielsen and Shephard (2002) in incorporating realized
volatility in models with time-varying volatility. Taka-
hashi, Omori, and Watanabe (2009) use daily stock return
data in combination with high-frequency realized volatil-
ity to more accurately estimate the stochastic volatility.
Maheu and McCurdy (2011) show that adding realized
volatility directly into a model of stock returns can im-
prove density forecasts over a model that only uses level
data, such as the EGARCH. Jin and Maheu (2013) pro-
pose a model of stock returns and realized covariance
based on time-varying Wishart distributions and find that
their model provides superior density forecasts for re-
turns. There also exists work adding realized volatility in
observation-driven volatility models (Hansen, Huang, &
Shek, 2012; Shephard & Sheppard, 2010). As opposed to
the other papers, we consider a dynamic factormodel with
stochastic volatility on the factor equation and use the re-
alized volatility to help in the extraction of this stochas-
tic volatility. In this sense, we bring the factor structure in
the conditional mean to the conditional volatility as well.
Cieslak and Povala (2016) have a similar framework in a
no-arbitrage term structure model. Furthermore, we are
the first paper to investigate the implications of realized
volatility for bond yield density predictability.

Second,we contribute to a large literature on bond yield
forecasting. Most of the work has been done on point pre-
diction (see for example, Diebold & Rudebusch, 2012; Duf-
fee, 2012, for excellent surveys). There has been, however,
a growing interest in density forecasting. Egorov, Hong,
and Li (2006) were the first to evaluate the joint den-
sity prediction performance of yield curve models. They
overturn the point forecasting result of the superiority in
random walk forecasts and find that affine term struc-
ture models perform better when forecasting the entire
density, especially on the conditional variance and kur-
tosis. However, they do not consider time-varying con-
ditional volatility dynamics in the bond yield predictive
distribution. Hautsch and Ou (2012) and Hautsch and Yang
(2012) add stochastic volatility to the DNS model by con-
sidering an independent AR(1) specification for the log

volatilities of the latent factors. They do not do formal
density prediction evaluation of the model, but give sug-
gestive results of the possible improvements in allowing
for time-varying volatility. Carriero, Clark, and Marcellino
(2013) find that using priors from a Gaussian no-arbitrage
model in the context of a VARwith stochastic volatility im-
proves short-run density forecasting performance. Build-
ing on this previous work, we introduce potentially highly
accurate volatility information into the model in the form
of realized volatility and evaluate bond yield density pre-
dictions to see whether this extra information about the
bond yield volatility can improve the quality of the predic-
tive distribution.

Another related class of bond yield prediction papers
in the literature uses external information to improve
the quality of prediction. Altavilla, Giacomini, and Ragusa
(2013) exploit information contained in survey expecta-
tions data and use it to restrict model-implied forecasts via
a flexible informational projectionmethod. vanDijk, Koop-
man, van der Wel, and Wright (2014) use various sources
of external information, including survey expectations, to
capture a shift in the endpoint of the yield curve. These pa-
pers attempt to improve the point prediction by incorpo-
rating external information. On the other hand, our paper
exploits external information to improve the density pre-
diction by accurately estimating the latent volatility states
and their related parameters.

Finally, we also add to a growing literature on includ-
ing realized volatility information in bond yield models.
Andersen and Benzoni (2010) and Christensen, Lopez, and
Rudebusch (2014) view realized volatility as a benchmark
on which to compare the fits of affine term structure mod-
els. Cieslak and Povala (2016) are interested in using real-
ized covariance to better extract stochastic volatility and
linking the stochastic volatility to macroeconomic and liq-
uidity factors. These papers focus on in-sample investi-
gations of incorporating realized volatility in bond yield
models. Another streamof research exploits information in
high-frequency movements of bond prices to achieve bet-
ter point prediction performance. For example,Wright and
Zhou (2009) report that the realized jump mean measure
constructed from Treasury bond futures improves excess
bond return point prediction by 40%. Our paper, in contrast
to these others, considers the improvement from using re-
alized volatility in out-of-sample bond yield density pre-
diction.

In Section 2, we introduce our methodology for
incorporating volatility proxies into dynamic factormodels
in the context of the DNS model and other competitor
specifications.We discuss the data in Section 3.Wepresent
our estimation and forecast evaluation methodology in
Section 4. In Section 5, we present in-sample and out-of-
sample results. We conclude in Section 6.

2. Model

We introduce the dynamic Nelson–Siegel model with
stochastic volatility (DNS-SV) proposed by Bianchi, Mum-
taz, and Surico (2009), Hautsch andOu (2012), andHautsch
and Yang (2012). Then, we discuss the incorporation of re-
alized volatility information into this framework. Finally,
we consider alternatives to our main approach.
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