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Abstract

This paper considers nonparametric quantile regression models for complex data of mixed categorical and
continuous variables together with missing values at random (MAR). In consideration of the increasingly
popular application of multiple imputation for handling missing data and the advantages of nonparametric
quantile regression, we propose an effective and accurate multiple imputation method. The estimation
procedure not only does well in modeling with mixed categorical and continuous data, but also makes full
use of the entire dataset to achieve increased efficiency. The proposed estimator is asymptotically normal. In
simulation study, we compare the performance of the multiple imputation method with complete case (CC),
Regression imputation and nearest-neighbor imputation methods, and outline advantages and drawbacks
of the different methods. Simulation studies show that the proposed multiple imputation method performs
better.
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1. Introduction

Variables used as covariates often have missing values (Yang & Kim, 2016). A simple approach, called a
complete-case analysis, uses only observations without missing values. The complete case method can lead
to biased estimators and is inefficient relative to procedures that use observations with partial information.

Imputation is a widely used method to exploit the full information contained in the data set. In imputa-
tion, the missing values are replaced with plausible values derived under a set of assumptions. Well-known
imputation methods include mean imputation and nearest-neighbor imputation.

Two types of imputation procedures are single imputation and repeated imputation. In single imputation,
each missing value is replaced with a single imputed value. Examples of single imputation methods include
Cheng (1994) and Wang et al. (2004). In repeated imputation, each missing value is replaced with multiple
imputed values. Two broad categories of repeated imputation procedures are multiple imputation and
fractional imputation Kim & Shao (2013).

Repeated imputation overcomes limitations associated with single imputation (Landerman et al., 1997).
The use of more than one imputed value can lead to more precise estimators than those based on a single
imputed value. The use of multiple imputed values also allows estimation of the variance associated with
the imputation procedure. We focus on a frequentist version of the type of multiple imputation discussed
in Little & Rubin (1987). Our multiple imputation paradigm is closely related to that of Wei et al. (2012)).
Multiple imputation creates L > 1 complete data sets. Each complete data set is analyzed by standard
complete-data methods, and the results are then combined.

Quantile regression, as first introduced by (Koenker & Bassett, 1978) , is gradually developing into an
important modelling tool, due to its flexibility in exploring the relationship between the response and the
covariates. Compared with mean regression, quantile regression is more explicable and robust, when the
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