
 

Communicated by Dr. Nianyin Zeng

Accepted Manuscript

Textual sentiment analysis via three different attention convolutional
neural networks and cross-modality consistent regression

Zufan Zhang, Yang Zou, Chenquan Gan

PII: S0925-2312(17)31609-0
DOI: 10.1016/j.neucom.2017.09.080
Reference: NEUCOM 18963

To appear in: Neurocomputing

Received date: 25 January 2017
Revised date: 27 June 2017
Accepted date: 24 September 2017

Please cite this article as: Zufan Zhang, Yang Zou, Chenquan Gan, Textual sentiment analysis via
three different attention convolutional neural networks and cross-modality consistent regression, Neu-
rocomputing (2017), doi: 10.1016/j.neucom.2017.09.080

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.neucom.2017.09.080
https://doi.org/10.1016/j.neucom.2017.09.080


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Textual sentiment analysis via three different attention

convolutional neural networks and cross-modality consistent

regression

Zufan Zhang, Yang Zou∗, Chenquan Gan

School of Communication and Information Engineering,
Chongqing University of Posts and Telecommunications, Chongqing 400065, China

Abstract

Word embeddings and CNN (Convolutional Neural Networks) architecture are crucial in-
gredients of sentiment analysis. However, sentiment and lexicon embeddings are rarely used
and CNN is incompetent to capture global features of sentence. To this end, semantic
embeddings, sentiment embeddings and lexicon embeddings are applied for texts encoding,
and three different attentions including attention vector, LSTM (Long Short Term Memory)
attention and attentive pooling are integrated with CNN model in this paper. Addition-
ally, a word and its context are explored to disambiguate the meaning of the word for rich
input representation. To improve the performance of three different attention CNN mod-
els, CCR (Cross-modality Consistent Regression) and transfer learning are presented. It is
worth noticing that CCR and transfer learning are used in textual sentiment analysis for the
first time. Finally, some experiments on two different datasets demonstrate that the pro-
posed attention CNN models achieve the best or the next-best results against the existing
state-of-the-art models.
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1. Introduction

Recent years have witnessed the rapid development of information technology and revo-
lutionary transformation of social media. For example, websites such as Facebook, Twitter,
Flickr, Weibo, IMDB (Internet Movie Database), where people can show their sentiments
or emotions by uploading text, pictures or videos, have been growing popular. Meanwhile, a
large number of user data, which are widely applied in public opinion analysis and product
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