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Abstract

An adaptive dynamic programming (ADP) controller is a powerful control tech-

nique that has been investigated, designed and tested in a wide range of applica-

tions for solving optimal control problems in complex systems. The performance

of the ADP controller is usually obtained by long training periods because the

data usage efficiency is low as it discards the samples once used. History experi-

ence, also known as experience replay, is a powerful technique showing potential

to accelerate the training process of learning and control. However, the ex-

isting design of history experience cannot be directly used for the model-free

ADP design, because the existing work focuses on the forward temporal dif-

ference (TD) information (e.g., state-action pair). This information is between

the current time step and the future time step and will need a model network

for future information prediction. This paper proposes a new history experi-

ence replay design to avoid the usage of the model network or identifier of the

system/environment. Specifically, we designed the experience tuple with one

step backward state-action information and the TD can be achieved by a pre-

vious time step and a current time step. In addition, a systematic approach is

proposed to integrate history experience in both the critic and action networks

of the ADP controller design. The proposed approach is tested for two case

studies: a cart-pole balancing task and a triple-link pendulum balancing task.
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