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Abstract

In this paper, the fully cooperative game with partially constrained inputs in the continuous-time Markov decision
process environment is investigated using a novel data-driven adaptive dynamic programming method. First, the
model-based policy iteration algorithm with one iteration loop is proposed, where the knowledge of system dynamics
is required. Then, it is proved that the iteration sequences of value functions and control policies can converge to
the optimal ones. In order to relax the exact knowledge of the system dynamics, a model-free iterative equation
is derived based on the model-based algorithm and the integral reinforcement learning. Furthermore, a data-driven
adaptive dynamic programming is developed to solve the model-free equation using generated system data. From
the theoretical analysis, we prove that this model-free iterative equation is equivalent to the model-based iterative
equations, which means that the data-driven algorithm can approach the optimal value function and control policies.
For the implementation purpose, three neural networks are constructed to approximate the solution of the model-
free iteration equation using the off-policy learning scheme after the available system data is collected in the online
measurement phase. Finally, two examples are provided to demonstrate the effectiveness of the proposed scheme.
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1. Introduction

Recently, a newly developed technique, multi-agent
reinforcement learning (MARL) which integrates the
developments of reinforcement learning (RL) and game
theory, has been widely applied to various fields in-
cluding robotic control, traffic light control, battery
management, distributed sensor network, etc [1, 2, 3].
In MARL, an agent is usually a computational entity
which can perceive its environment, make decisions,
and act upon its environment through actuators. Gen-
erally, the agent is not isolated but connected to its
neighbour agents for multi-agent systems (MAS), and
the mutual links between each agent can be expressed
through a communication diagram. Their behaviors are
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adopted to optimize some performance indexes based
on their own information and the shared one from their
neighbors to affect the environment together. However,
due to the complexity and variability of the environ-
ment, it is difficult to design the agents’ behaviors re-
lying on the prior knowledge. That is, it is necessary to
learn appropriate behaviors for each agent.

For a single-agent environment, RL provides a
method to learn to behave in an unknown or known en-
vironment. Through interactions with the environment,
the agent adapts its behaviors continually based on a re-
ceived reward signal, to finally achieve an optimal or
near-optimal policy that maximizes the long-term ac-
cumulated reward. The accumulated reward is known
as the value function [4]. In most cases, RL considers
the Markov decision process (MDP). And some well-
understood RL algorithms with good convergence such
as Q-learning, Sarsa and adaptive dynamic program-
ming (ADP) are proposed and widely used to tackle the
single-agent RL task without full information of system
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