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Abstract

Reinforcement Learning (RL) is a powerful and well-studied Machine Learn-
ing paradigm, where an agent learns to improve its performance in an envi-
ronment by maximising a reward signal. In multi-objective Reinforcement
Learning (MORL) the reward signal is a vector, where each component rep-
resents the performance on a different objective. Reward shaping is a well-
established family of techniques that have been successfully used to improve
the performance and learning speed of RL agents in single-objective prob-
lems. The basic premise of reward shaping is to add an additional shaping
reward to the reward naturally received from the environment, to incorpo-
rate domain knowledge and guide an agent’s exploration. Potential-Based
Reward Shaping (PBRS) is a specific form of reward shaping that offers ad-
ditional guarantees. In this paper, we extend the theoretical guarantees of
PBRS to MORL problems. Specifically, we provide theoretical proof that
PBRS does not alter the true Pareto front in both single- and multi-agent
MORL. We also contribute the first published empirical studies of the effect
of PBRS in single- and multi-agent MORL problems.
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