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Abstract

In an era of social media and connectivity, web users are becoming increasingly enthusiastic aboutinteracting, sharing,
and working together through online collaborative media. More recently, this collective intelligence has spread to
many different areas, with a growing impact on everyday life, such as in educations/‘health, commerce and tourism,
leading to an exponential growth in the size of the social Web. However, the distillation of knowledge from such
unstructured Big data is, an extremely challenging task. Consequently, the semantic and/multimodal contents of the
Web in this present day are, whilst being well suited for human use, still barely aceessible to machines. In this work,
we explore the potential of a novel semi-supervised learning model based on the combined use of random projection
scaling as part of a vector space model, and support vector machines, to petform reasoning on a knowledge base.
The latter is developed by merging a graph representation of commonsense with a linguistic resource for the lexical
representation of affect. Comparative simulation results show a significant improvement in tasks such as emotion
recognition and polarity detection, and pave the way for development of future semi-supervised learning approaches
to big social data analytics.

1. Introduction

With the advent of social networks, web communities, blogs, Wikipedia, and other forms of online collaborative
media, the way people express their opinions and sentiments has radically changed in recent years [1]. These new
tools have facilitated the creation of original content, ideas, and opinions, connecting millions of people through the
World Wide Web, in a financially“and labour-effective manner. This has made a huge source of information and
opinions easily available by the/mere click of a mouse.

As a result, the distillation"of knowledge from this huge amount of unstructured information comes into vital play
for marketers looking to créate and shape brand and product identities. The practical purpose this encapsulates has led
to the emerging field of/big social data analysis, which deals with information retrieval and knowledge discovery from
natural language and’sogial networks using graph mining and natural language processing (NLP) techniques to distill
knowledge and opinions frem the huge amount of information on the World Wide Web. Sentic computing [2] tackles
these crucial issues by exploiting affective commonsense reasoning, modeled upon the intrinsically human capacity
to interpret cognitivesand affective information associated with natural language, so as to infer new knowledge and
make decisions in ¢onnection with one’s social and emotional values, censors, and ideals. In other words, we can say
that commonsense computing techniques are applied to narrow the semantic gap between word-level natural language
data and the:eoncept-level opinions conveyed by these.

In the past, graph mining techniques and multi-dimensionality reduction techniques [3] were employed on a
knowledge base obtained by merging ConceptNet [4], a directed graph representation of commonsense knowledge,
with WordNet-Affect (WNA) [5], a linguistic resource for the lexical representation of affect. Our research fits
within the sentic computing framework and aims to exploit machine learning for developing a cognitive model for
emotion recognition in natural language text. Unlike purely syntactical techniques, concept-based approaches can
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