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 Highlights 

 A network collapsing technique to convert a multi-layer Bayesian network to two layers  

 Analytical inference for Bayesian network with continuous variables  

 Avoid computationally expensive sample-based inference method  
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