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Abstract

The paper presents aspects of implementation of a new high performance tensor contraction
framework for the numerical analysis of coupled and multi-physics problems on streaming
architectures. In addition to explicit SIMD instructions and smart expression templates, the
framework introduces domain specific constructs for the tensor cross product and its associated
algebra recently rediscovered by Bonet et. al. [1, 2] in the context of solid mechanics. The
two key ingredients of the presented expression template engine are as follows. First, the
capability to mathematically transform complex chains of operations to simpler equivalent
expressions, while potentially avoiding routes with higher levels of computational complexity
and, second, to perform a compile time depth-first search to find the optimal contraction
indices of a large tensor network in order to minimise the number of floating point operations.
For optimisations of tensor contraction such as loop transformation, loop fusion and data
locality optimisations, the framework relies heavily on compile time technologies rather than
source-to-source translation or JIT techniques. Every aspect of the framework is examined
through relevant performance benchmarks, including the impact of data parallelism on the
performance of isomorphic and nonisomorphic tensor products, the FLOP and memory I/O
optimality in the evaluation of tensor networks, the compilation cost and memory footprint of
the framework and the performance of tensor cross product kernels. The framework is then
applied to finite element analysis of coupled electromechanical problems to assess the speed-ups
achieved in kernel-based numerical integration of complex electroelastic energy functionals. In
this context, domain-aware expression templates are shown to provide a significant speed-up
over the classical low-level style programming techniques.
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1. Introduction

In the field of multilinear algebra, tensor contraction refers to operations involving natural
pairing of tensors in finite dimensional vector spaces. Such operations are archetypal of quantum
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