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Abstract

This paper discusses impulsive synchronization of stochastic reaction diffusion neural networks with Dirichlet boundary condi-
tions and hybrid time delays. By virtue of inequality techniques, theories of stochastic analysis, linear matrix inequalities, and the
contradiction method, sufficient criteria are proposed to ensure exponential synchronization of the addressed stochastic reaction
diffusion neural networks with mixed time delays via a designed impulsive controller. Compared with some recent studies, the
neural network models herein are more general, some restrictions are relaxed, and the obtained conditions enhance and generalize
some published ones. Finally, two numerical simulations are performed to substantiate the validity and merits of the developed
theoretical analysis.
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1. Introduction

Since the pioneering work of synchronization between two
chaotic systems in Pecora & Carroll (1990), the issue of syn-
chronization has gained much research interest owing to the
wide area applications in secure communication, image pro-
cessing, pattern recognition, and shortest path problem (Yang
& Chua, 1997). In recent years, many efforts have been ded-
icated to investigating synchronization of various neural net-
work models, please refer to Zhang, Ma, Huang, & Wang
(2010); Wu, Shi, Su, & Chu (2013); Wan, Cao, Wen, & Yu
(2016); Guo, Yang, & Wang (2016); Rakkiyappan, Latha,
Zhu, & Yao (2017); Liu, Zhu, & Ye (2017).

Time delays do exist in neural network models because of
the limited switching speeds of neuron amplifiers and the fi-
nite velocity of signal delivery, which may cause instability,
bifurcation, or vibration (Zeng & Zheng, 2013; Song, Yan,
Zhao, & Liu, 2016; Sheng, Shen, & Zhu, 2017; Zhang, Han,
& Zeng, 2017). Actually, neural networks have spatial ex-
tensions since the existence of a large quantity of parallel
pathways with plenty of axon sizes and lengths. Therefore,
discrete and distributed time delays should be introduced into
neural network models to exhibit the characteristics of neu-
rons in human brains in a more realistic way (Sheng, Zhang,
& Zeng, 2017b).

Diffusion phenomena cannot be ignored in physical and
biological systems due to the nonuniform electromagnetic
fields where electrons transport and interactions of different

∗Corresponding author at: School of Automation, Huazhong University
of Science and Technology, Key Laboratory of Image Processing and Intel-
ligent Control of Education Ministry of China, Wuhan 430074, China. Fax:
+86 27 87543130.

Email addresses: shengyin90@163.com (Yin Sheng),
zgzeng@hust.edu.cn (Zhigang Zeng)

species, respectively. For instance, in the process of chemical
reactions, different chemicals react with each other and spa-
tially diffuse in the intermedium until a balanced–state spa-
tially concentration pattern has been structured (Yang, Cao,
& Yang, 2013). It is thus reasonable and important to con-
sider neural networks with diffusion effects. Recently, many
elegant achievements on qualitative analysis of dynamical be-
haviors for various reaction diffusion neural network mod-
els have been reported in Yang et al. (2013); Hu, Jiang, &
Teng (2010); Sheng & Zeng (2017b); Sheng, Zhang, & Zeng
(2017c); Liu, Zhang, & Xie (2017); Chen, Luo, & Zheng
(2016); Song, Cao, & Zhao (2006); Sheng & Zeng (2017a);
Li & Li (2009); Sheng, Zhang, & Zeng (2017a); Zhang & Luo
(2012); Gan (2012); Rakkiyappan, Dharani, & Zhu (2015);
Zhu & Cao (2011b), and relevant references therein.

As is known to us, stochastic perturbations frequently oc-
cur in real–world systems because of the presence of envi-
ronmental noise and human disturbances (Mao, 2007; Pan &
Cao, 2011; Zhu & Cao, 2011a). The research of stochas-
tic neural networks is beneficial for us to understand how
stochastic noise influences dynamical behaviors of a neural
network. Currently, numerous accomplishments on dynam-
ical analysis of stochastic neural networks have been accu-
mulated in Huang, Li, Duan, & Starzyk (2012); Bao, Park,
& Cao (2016); Zhu & Cao (2011a); Sheng & Zeng (2017b);
Gan (2012); Zhu & Cao (2012); Zhu, Huang, & Yang (2011).

Generally, synchronization of coupled neural networks
cannot be achieved by themselves, hence, many control
strategies, including feedback control (Li & Cao, 2015),
adaptive control (Zhu & Cao, 2010), intermittent control
(Zhang, Li, Huang, & Xiao, 2015), and impulsive control
(Zhang, Ma, Huang, & Wang, 2010), are designed for the
synchronization scheme. Among them, feedback control and
adaptive control are continuous time ones, which require the
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