
Contents lists available at ScienceDirect

Applied Acoustics

journal homepage: www.elsevier.com/locate/apacoust

Operational modal identification in the presence of harmonic excitation

Asia Maamara,⁎, Maher Abdelghanib, Thien-Phu Lec, Vincent Gagnola, Laurent Sabourina

aUniversité Clermont Auvergne, CNRS, SIGMA Clermont, Institut Pascal, 63170 Aubière cedex, France
bUniversité de Sousse, Institut supérieur des sciences appliquées et de technologie de Sousse, Sousse, Tunisia
c LMEE, Université d’Évry Val-d’Essonne, 91020 Evry cedex, France

A R T I C L E I N F O

Keywords:
Operational modal analysis
Transmissibility functions
Stochastic subspace identification
Harmonic components

A B S T R A C T

The dynamic behavior of structures can be studied by the identification of their modal parameters. Classical
modal analysis methods are based on the relation between the forces applied to structures (inputs) and their
vibration responses (outputs). In real operational conditions it is difficult, or even impossible, to measure the
excitation. For this reason, operational modal analysis approaches which consider only output data are pro-
posed. However, most of these output-only techniques are proposed under the assumption of white noise ex-
citation. If additional components, like harmonics for instance, are present in the exciting force, they will not be
separated from the natural frequencies. Consequently, this assumption is no longer valid. In this context, an
operational modal identification technique is proposed in order to only identify real poles and eliminate spurious
ones. It is a method based on transmissibility functions.

The objective of the proposed paper is to identify modal parameters in operational conditions in the presence
of harmonic excitations. Identification is performed using a method based on transmissibility measurements and
then with the classical stochastic subspace identification method, which is based on white noise excitation. These
two methods are first applied to numerical examples and then to a laboratory test. Results validate the novel
ability of the method based on transmissibility measurements to eliminate harmonics, contrary to the stochastic
subspace identification approach.

1. Introduction

Modal analysis [1–3] is used to identify mode shapes, natural fre-
quencies and damping ratios under vibrational excitation. These
methods are efficient tool for detecting damage in structures, control-
ling them, and determining their structural stability. Modal parameters
are initially identified using experimental modal analysis (EMA) [4].
This technique exploits the Frequency Response Function (FRF) of the
structure, which represents the relation between the excitation and the
vibrational response of the structure. Resonance frequencies appear as
peaks in the measured frequency response functions. From these FRFs,
modal parameters are identified using various curve-fitting techniques.
Many excitation forms and experimental setups exist, their choice de-
pending on the structure’s complexity. Usually, the EMA is carried out
under impact hammer and/or shaker excitation. The major drawback to
experimental modal tests is that both artificially applied forces and
resulting structural vibration responses need to be measured. In prac-
tice, the measurement of the exciting force is not always possible. In
EMA, tests are performed at rest, and the dynamic properties of

structures at rest vary from those of structures in operational conditions
[5], which can significantly influence the identified modal model.

For these reasons, modal identification techniques are developed
and operational modal analysis (OMA) is proposed [6,7], where the
modal properties are estimated from responses only. Various opera-
tional modal identification techniques are proposed, example the Sto-
chastic Subspace Identification approach (SSI) [8,9]. However, OMA
methods have limitations when applied to practical cases. One limiting
constraint of OMA is that the non-measured excitation of the system in
operation must be a stochastic realization (white noise) [6]. This im-
plies that if harmonic components are present in addition to random
excitation, standard OMA procedures cannot be applied in a straight-
forward way. Harmonic components are sometimes considered as vir-
tual modes in the identification, but when the harmonic excitation
frequencies are close to eigenfrequencies, the standard OMA ap-
proaches may break down [10].

Several indicators for the separation of structural and harmonic
modes in output-only modal identification are proposed. One of the
most widely-used methods is based on the Probability Density Function

https://doi.org/10.1016/j.apacoust.2018.02.017
Received 30 June 2017; Received in revised form 18 January 2018; Accepted 15 February 2018

⁎ Corresponding author.
E-mail addresses: essia.maamer@sigma-clermont.fr (A. Maamar), maher.abdelghani@gmail.com (M. Abdelghani), thienphu.le@univ-evry.fr (T.-P. Le),

vincent.gagnol@sigma-clermont.fr (V. Gagnol), laurent.sabourin@sigma-clermont.fr (L. Sabourin).

Applied Acoustics xxx (xxxx) xxx–xxx

0003-682X/ © 2018 Elsevier Ltd. All rights reserved.

Please cite this article as: Maamar, A., Applied Acoustics (2018), https://doi.org/10.1016/j.apacoust.2018.02.017

http://www.sciencedirect.com/science/journal/0003682X
https://www.elsevier.com/locate/apacoust
https://doi.org/10.1016/j.apacoust.2018.02.017
https://doi.org/10.1016/j.apacoust.2018.02.017
mailto:essia.maamer@sigma-clermont.fr
mailto:maher.abdelghani@gmail.com
mailto:thienphu.le@univ-evry.fr
mailto:vincent.gagnol@sigma-clermont.fr
mailto:laurent.sabourin@sigma-clermont.fr
https://doi.org/10.1016/j.apacoust.2018.02.017


(PDF) of harmonic and structural responses. The PDF of a structural
response is a distribution with only one peak, and the PDF of a har-
monic response is a distribution with two peaks. This difference was
originally illustrated by Lago [11]. Kurtosis criteria have also been used
to identify harmonic components and structural modes, [12–16]. Kur-
tosis is defined as the fourth central moment of the PDF, normalized
with respect to the standard deviation. In addition to the above-men-
tioned methods, knowledge of the damping ratios is an a priori in-
dicator to distinguish between harmonics and structural poles. Gen-
erally, the damping ratios of real poles vary between 0.1% and 2%. This
information enables modes with negative and high damping to be
eliminated [7]. The Modal Assurance Criterion (MAC) [17] is also an
effective tool to distinguish a structural mode from a harmonic one. The
MAC value between a structural mode shape and a mode shape corre-
sponding to a harmonic component will show a low correlation. Spe-
cific numerical filters have also been developed [18] in order to elim-
inate harmonic components from the measured response. However, in
practice filters are not perfect, and if the harmonic frequency is close to
resonant frequencies, the filtering will disturb the response so that the
identified modal parameters are perturbed.

In order to overcome the white noise excitation assumption and
consequently to identify modal parameters in the presence of harmonic
excitation, an operational modal identification method is proposed by
Devriendt et al. [10,19–21]. This method is based on transmissibility
measurements. The significant advantage of this approach is its in-
dependence from the nature of the excitation. Consequently, the pre-
sence of harmonics will not disturb the identified modal model.

The main objective of this paper is to identify the modal parameters
of structures in the presence of harmonic components using the
Transmissibility Function-Based method (TFB). The decision con-
cerning whether a particular mode is structural or not is based on a
singular value decomposition of the system’s transmissibility matrix.
The identified eigen-parameters are then compared to those obtained
using the classical SSI method, which is based on the white noise ex-
citation assumption. The idea behind this comparison is to demonstrate
that the TFB method is a particular OMA which can eliminate harmo-
nics and identify only the real poles of the structure. The paper is or-
ganized as follows. In Section 2, a brief description of the TFB and SSI
techniques is provided. In Section 3, the OMA technique based on
transmissibility measurements is applied to a numerical model and to a
cantilever beam test. Results are then compared with those obtained via
the SSI technique. Finally, Section 4 concludes the paper.

2. Operational modal identification techniques

2.1. Modal identification method based on transmissibility functions (TFB)

OMA approaches are generally based on the assumption of white
noise processes for operational excitations. However, this assumption is
hard to respect in real situations [10,22]. The method based on trans-
missibility functions (TFB) is independent from the nature of the ex-
citation, and solves the problem of the presence of harmonic compo-
nents. The use of transmissibility functions was proposed by Devriendt
et al. [19] as a new approach in operational modal analysis. The ex-
pression of the frequency response at a point i under an excitation at a
point k is written as:
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System poles are zero points resulting from the subtraction between

two transmissibility functions measured at the same output points i and
j but with two different input excitation locations k and l.
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And consequently the poles of its inverse:
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The PolyMAX method [23] is then investigated in order to calculate
the system poles from − T sΔ ( )ij

kl1 . Generally, additional poles can be
present in the − T sΔ ( )ij

kl1 functions. Structural poles λr can easily be de-
termined by performing a singular value decomposition of the trans-
missibility matrix T [19]. If we consider, for example, four different
loading conditions k l m, , and n, the transmissibility matrix is the fol-
lowing:
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In fact, in system poles λr the rank of matrix T is one; consequently,
> > > ⩾σ σ σ σ 01 2 3 4 and σ1/ 2 tends to ∞.

2.2. Stochastic subspace identification method (SSI)

The dynamic behavior of a discrete mechanical system consisting of
n masses connected through springs and dampers is described by the
following matrix differential equation:

+ + =Cq t q t q t f tM K¨ ( ) ̇( ) ( ) ( )2 (6)

CM, 2 and K ∈ ×n n are the mass, damping and stiffness matrices. q t( )
∈ n is the displacement vector at continuous time t. Vector f t( ) ∈ n is

the excitation force.
SSI is a method that converts a 2nd order problem into two 1st order

problems. Eq. (6) can be converted into the following state equation:
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The state matrix Ac in continuous time, the load matrix Bc and the
output matrix C are given by:
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D is the feedback matrix (zero in the case of mechanical systems). The
first equation in (7) is called the state equation and models the dynamic
behavior of the system. The second equation is called the observation or
output equation. Eq. (7) can be converted to following discrete-time
stochastic state-space model [8]:
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where =y y k t( Δ )k is the sampled output vector, =x x k t( Δ )k is the
discrete state vector, wk is the process noise due to the unknown ex-
citation of the structure, vk is the measurement noise and k is the time
instant, = Aexp tA ( Δ )c is the discrete state matrix. In order to obtain
the modal parameters, an eigenvalue decomposition (EVD) of the ma-
trix A is performed:

= −A ΨΛ Ψd
1 (9)

Ψ ∈ ×n n is the eigenvector matrix and = diag λΛ ( )d i ∈ ×n n is the
diagonal matrix containing the discrete time eigenvalues μi. The con-
tinuous time state Eq. (7) is equivalent to the second order matrix
equation of motion (6). Consequently, they have the same eigenvalues
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