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Sensor networks are often redundant by design in order to achieve reliability in information processing.
In many cases, the relationships between the different sensors are known a-priori, and can be represented
as virtual linkages among the different sensors. These virtual linkages correspond to an information net-
work of sensors, which provides useful external input to the problem of sensor selection. In this paper,
we propose the unique approach of using external linkage information in order to improve the efficiency
of very large scale sensor selection. We design efficient theoretical models, including a greedy approx-
imation algorithm and an integer programming formulation for sensor selection. Our greedy selection
algorithm provides an approximation bound of 1 —1/,/e, where e is the base of the natural logarithm.
We show that our approach is much more effective than baseline sampling strategies. We present exper-
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imental results that illustrate the effectiveness and efficiency of our approach.
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1. Introduction

In recent years, sensor networks have become very popular
because of their numerous military and industrial applications.
In many cases, a network may contain tens of thousands of
sensors producing continuous streams of data. The large amount
of data produced and transmitted is a challenge from a variety of
cost-driven perspectives. For example, sensors have limited battery
supplies, so it is often desirable to minimize the total power
consumption by the sensors. Therefore, a lot of recent research has
been devoted to efficient data collection and processing in sensor
networks [2-4].

While a sensor network may be inherently redundant, it is of-
ten the case that not all sensors are used in the data collection
process. A user may wish to approximate as many streams as ac-
curately as possible with the use of only a subset of the sensors.
In many cases, sensors have predictability relationships with each
other that can be used in deciding which sensors to use to ap-
proximate the streams of others. For example, a bird call heard
by one sensor will be replicated by another sensor nearby, albeit
with some lag. Similarly, visual sensors located within a few me-
ters of one another often produce almost the same data. Such re-
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lationships can be represented in the form of logical, information-
network, or virtual links between sensors, some examples of which
are as follows:

« Two sensors of a particular type may be located at a particular
distance apart (which is typically small) and facing the same
direction. Depending upon the distance between the two sen-
sors, a virtual link can be created between the two sensors that
includes information about the type and the distance between
the two sensors.

Two sensors of different types may carry highly correlated in-
formation and may be placed at the same location. For exam-
ple, an acoustic sensor and a vibration sensor may often collect
closely correlated information. While the sensors may be of dif-
ferent types with different kinds of output, the correlation can
be used in order to make inferences.

In fluid tracking applications, the sensors may have similar
readings (after a small time lag), depending upon the direction
of fluid flow or the topology of the pipe network which enables
such flow. In some cases, such as wind direction in open spaces,
the topology may be defined implicitly at a given time. In some
cases, the topology may even dynamically change over time as
the direction of the flow changes. Therefore, it is critical to be
able to make quick decisions for inference purposes.

When a sensor stream is not available, one or more of its linked
sensors can be used to predict it with the use of numerical re-
gression analysis [5-7]. The resulting loss of information is essen-
tially the error of not using all the sensors. We note that the best
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choice of sensors depends on the strength of the relationships be-
tween the sensors and the topology of the corresponding relation-
ships. The graph representations of such informative relationships
between different data objects are referred to as information net-
works [8]. Information networks have proven to be a useful logical
construct to analyze a wide variety of web and social network sce-
narios, though the approach has not been used in the context of
sensor networks to the best of our knowledge. This paper takes
a first approach to treating sensors as data objects and the corre-
sponding relationships among them as information network rela-
tionships. We will see that such a systematic approach provides us
the ability to model generic relationships between sensor nodes in
the context of selection. Such a model also allows us to design a
general approximation algorithm for the problem.

The goal of this paper is to design a link- and data-driven tech-
nique to determine which sensors are most critical for overall sens-
ing quality, especially when the real-time budget constraints are
tight. Such budget constraints can be resource constraints, such as
power consumption, storage capacity, and bandwidth, though the
model is general enough to accommodate any kind of cost in the
context of a sensor network. Specifically, the goals of this paper are
as follows:

» We design a link-based error based sensor information network
model.

« We show how to formulate an optimization problem for sensor
selection using this model.

« We design an effective approximation algorithm for this op-
timization problem and show how this solution can be used
to make effective predictions about the data while using cost-
based budget constraints.

This paper is organized as follows. In Section 2, we review re-
lated work. In Section 3, we introduce the overall sensor selec-
tion problem in the context of linked information networks. In
Section 4, we study the problem of link error modeling, which
is required in order to assign values to the variables of the op-
timization problem. In Section 5, we show that the problem is
NP-hard, and design effective integer programming and approxi-
mation algorithms. Section 6 presents the experimental results. Fi-
nally, Section 7 presents the conclusions.

2. Related work

The sensor selection problem has been addressed indepen-
dently by the sensor network, signal processing, and stream min-
ing communities.

The sensor network community has focused mostly on predict-
ing sensor values using Gaussian processes. Krause et al. [9] take
an information theoretic approach, setting the optimization goal to
the maximization of the mutual information between selected and
unselected sensors. Since mutual information is submodular, they
can guarantee a constant factor approximation by greedy selection.
This solution was directly applied to positioning cameras in scene
observation [10], while [11] compared various optimization crite-
ria for soil moisture prediction. The later included a way of order-
ing and clustering the sensors in order to simplify selection. In a
sensornet-as-database [12], queries are answered using the pos-
terior probability density given observations by selected sensors.
Unlike these methods, the method in [13] does not assume prior
knowledge of the probability model. Rather, it uses global opti-
mization by sampling sets of sensors over time, using the earth
mover’s distance as a metric between sets. Golovin et al. [14] ad-
dress the same problem for arbitrary submodular utility functions,
using multiple bandit algorithms corresponding to the incremen-
tal error reduction when adding a sensor. By proving submodular

properties of this method, it guarantees a constant approximation
bound.

Instead of the prediction of all sensor values, Bian et al.
[15] and Byers and Nasser [16] present frameworks for selecting
sensors to estimate an arbitrary function of sensor values. Das and
Kempe [17] present approximation and exact selection algorithms
under specific conditions. They, too, use linear regression for pre-
diction and, in certain instances, a graph model, but based on the
covariance between sensors and not on information network link-
age. Das and Kempe [18] analyze how to sample sensors to predict
the maximum and average sensor value. By assuming sensors are
embedded in a metric space, they reduce the problem to either
the k-center or k-median problem, and are thus able to guarantee
constant factor approximations of the worst-case prediction error.

The signal processing community defined the problem as esti-
mating an unknown vector from sensor readings that are known
linear functions of it with additive noise. Joshi and Boyd [19] use
convex optimization to minimize the estimation error of the max-
imum likelihood estimators. Shamaiah et al. [20] map the same
problem to maximum a posteriori estimation in order to apply
greedy selection with guaranteed approximation bounds. Ranieri
et al. [21] use greedy selection to minimize the frame potential-
which is related to the orthogonality of the model vectors-as
an approximation for minimizing the mean squared error of the
least squares solution. Similar techniques are used to minimize the
mean square error estimator when the noise is correlated [22] and
the estimation error for non-linear models after transformation to
linear models [23].

Of these solutions, only the soil moisture application uses meta-
information about predictability relationships to reduce computa-
tion as in ours-specifically, by clustering sensors according to soil
features. Marjovi et al. [24] highlighted the significance of logical
relationships between sensors by showing that relating city streets
by their logical relationships rather than physical proximity was
more effective in urban pollution monitoring. [25] is somewhat
similar to our method, in that they use linear regression for predic-
tion and a correlation hypergraph for selection. However, the hy-
peredges are limited by the distance between sensors in the com-
munication graph, and they are not differentiated by prediction
quality. Note that all these solutions optimize the maximization
of error reduction in order to apply solutions with provable ap-
proximation bounds. Only Das and Kempe [18] and Garnett et al.
[13] minimize prediction error directly.

The problem of data driven stream selection has been stud-
ied extensively by the database community [2,3]. The work in the
database community is somewhat distinct from that in the sensor
community in that the problem of selection is studied from the
perspective of storage constraints rather than stream collection costs.
Nevertheless, the two ways of looking at this problem are quite
closely related. The work in [6,7] examines the cross-predictability
of streams with the use of online latent variable detection and its
use for predictive purposes. Considerable work [26] has been done
in using regression modeling for stream prediction and selection.
However, none of this work studies the advantages of studying the
stream selection problem in the context of a large information net-
work of linkages, as is studied in this paper.

The model presented here was used in several other papers.
Preliminary results of this paper were presented in [1]. Aggarwal
et al. [27] applied the same model to dynamic sensor selection,
updating the link weights according to reduced readings by uns-
elected sensors. Gu et al. [28] designed a hybrid spatio-temporal
prediction method for dynamic environments with sparse data,
choosing between prediction methods based on the link quality.
They also studied various measures of link quality for their predic-
tion methods. Shamoun et al. [29] studied how to select sensors
based on various measures of link quality. Bar-Noy et al. [30]
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