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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract 

Three-phase self-excited induction generators (SEIGs) are often used as energy conversion devices in micro-grids for renewable 
energy sources such as wind, pico-hydro, bio-gas, etc. A three-phase SEIG is modeled in this paper using the Alternative 
Transients Program (ATP), which is a version of the Electro-Magnetic Transients Program (EMTP) commonly used in 
universities and private/governmental power companies. The generator's performance at different excitation, rotating speeds and 
loading conditions is to be studied. Although modeling of SEIG has been well documented in literature, few have reported the 
use of ATP to model the SEIG, leaving several important functions of this powerful tool untapped for renewable energy 
applications. To bridge this gap, examples of how to model and simulate an SEIG with balanced and unbalanced loading 
conditions are presented. Results obtained by the analytical model, experiments and ATP simulation will be compared. 
 
© 2017 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the Organizing Committee of 2017 AEDCEE. 

Keywords: EMTP/ATP; Induction Generators; Modeling; Micro-grids, Unbalanced Loading 

1. Introduction 

Induction generators (IGs) have been largely used in the areas of wind, pico-hydro and bio-gas power generation 
because of IGs' low costs and high flexibility to operate at variable speeds. The voltage and frequency of a self-
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excited induction generator (SEIG) are influenced by three factors: rotational speed, excitation capacitance and load, 
making analysis of an SEIG more complicated than that of a grid-connected IG. Several studies [1-5] have analyzed 
the SEIG in the steady-state, which include the cases of single-phase excitation capacitor and/or single-phase load. 
The problem of single-phase load supplied by a three-phase SEIG was also studied by Alolah and Alkanhal [6], and 
by Wang and Cheng [7]. It merits mentioning a two-port network model proposed by Wang and Huang [8] that 
applies to general unbalanced loading of a three-phase SEIG. To balance a three-phase SEIG supplying a single-
phase load, Wang and Lee [9] proposed a method to rectify the load unbalance. 

It is noted that most studies in [1-9] modeled the SEIG in the steady-state. The dynamic characteristics of the 
SEIG were simulated using the state variable models, among which Kumar and Kishore [10] modeled an SEIG in 
the state space, and Jayalakshmi  and Gaonkar [11] gave state-equations of a wind-driven SEIG. Both [10] and [11] 
were modeled on Matlab/Simulink. 

Modeling induction motors using the Alternative Transients Program (ATP) is well documented in the literature 
but ATP is rarely used for modeling the SEIG because of lack of experience. Rusnok et al. [12] has reported their 
experience of using ATP to simulate an SEIG. In their work, an initially charged capacitor was used to excite an 
SEIG to successfully build up voltage. The work of Rusnok et al. did not consider the magnetic saturation of the 
generator and modeled the SEIG using one of the universal machine (UM) modules of the ATP with a fixed value of 
magnetizing inductance. In this paper, the UM module with nonlinear saturable magnetizing reactance is considered 
by approximating the magnetization curve with two straight lines featured by the remanence, the unsaturated and 
saturated inductances, and the knee point at which magnetic saturation starts. A 1/2 Hp cage induction motor 
working as an SEIG is taken as an example. The results obtained from the ATP SEIG model, the analytical model, 
and the experiments are compared. 

2. Modeling of SEIG in ATP 

The basic principle of the SEIG can be explained by the single-phase equivalent circuit shown in Fig. 1(a) in 
which Vg is the air-gap voltage, Im the magnetizing current, F and v the per-unit frequency and per-unit speed, Xr and 
Rr the rotor reactance and resistance, Xs and Rs the stator reactance and resistance, XC the excitation capacitive 
reactance, ZL the load impedance, and Xm the magnetizing reactance. Xm is saturable, which causes the magnetizing 
curve to intersect the load line at the working point of the generator, as shown in Fig. 1(b). The generator 
performance can be analyzed by solving the circuit of Fig. 1(a) if the three-phase load is balanced. For the case of 
unbalanced loading, ref. [8] provides an analytical method based on a two-port network model. Another method of 
analyzing an SEIG is to resort to a simulation tool. In this paper, the SEIG is modeled in the ATP environment.      
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Fig. 1. (a) Single-phase equivalent circuit of an SEIG; (b) voltage building-up of the SEIG. 

ATP has three modules available for simulating the induction machine: the type-56 induction machine, the 
UMIND (universal induction machine with manufacturer's data input) and the UM (universal machines), among 
which the UM module is perhaps the most widely used for its ease of learning and preparing data.  

The SEIG differs from an ordinary induction motor mainly in its working condition that the generator’s iron core 
goes more deeply into saturation than a motor. This explains why saturation of the magnetizing reactance of the 
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SEIG needs to be included in the simulation model. The UM module transfers the machine voltages and currents into 
the 0-d-q domain quantities to allow the state equations to be simplified. In this paper, we will concentrate on how to 
model the SEIG in the ATP environment. The UM-3, which is the cage-rotor induction motor model in the UM 
group, is used in this paper for simulating the SIEG. Fig. 2(a) shows the circuit diagram depicted in the design 
window of ATPDraw which is a graphical pre-processor to the ATP. The UM-3 has two terminals: stator terminal 
and rotor terminal. The stator terminal in Fig. 2(a) is marked by a node P which refers to the three-phase electrical 
terminal for electricity output, while the rotor terminal is marked by a Greek letter  that denotes the mechanical 
angular speed of the rotor. The electrical circuit connecting to node  is an analogy of the mechanical behavior of 
the rotor. 

2.1. Electrical parameters 

The use of the ATP UM module requires setting four groups of parameters: general, stator, rotor, and magnet 
data. The general data set includes connection of the stator windings (in  or Y), pole number, base frequency, 
number of the rotor compensation coils, etc. The stator and rotor data sets need to be determined by the synchronous 
speed (no-load) test and the block-rotor test, which will be discussed later in the illustrative example. This section 
mainly explains the magnet data set that involves the core magnetizing curve approximated by two linear segments 
as shown in Fig. 2(b) where the ordinate and abscissa represent the magnetic flux linkage m and magnetizing 
current Im, respectively. The two-segment approximate m-Im curve is featured by four parameters: the d-axis 
unsaturated magnetizing inductance LMUd, the d-axis saturated magnetizing inductance LMSd, the flux linkage at the 
knee point of the d-axis saturation curve FLXSd, and the residual flux-linkage (remanence) of the d-axis saturation 
curve FLXRd. Since salient-pole rotor is not used in the induction machine, equal air-gap lengths are assumed in the 
d- and q-axis.The d-axis parameters also apply to the q-axis. 
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Fig. 2.  Modeling the SEIG in the ATP using UM-3: (a) three-phase circuit; (b) Two-segment magnetizing curve model. 

2.2. Voltage building-up 

To excite the SEIG to build up voltage, two methods have been tested successfully. The first method is to connect 
the generator to a small voltage source (both DC and AC are fine) for a brief period of time (a few cycles) and then 
switch off the voltage source. This method has been used for years by the authors and is shown in Fig. 2(a) where 
node P is connected to a voltage source vs through a switch S. The second method was used in the work of Rusnok
et al. [12] that one of the three excitation capacitors was initially charged to provide an initial magnetizing current. 
In Fig. 2(a), the capacitor C2 is preset a 5-V initial voltage for voltage building-up. Although these methods of 
exciting the generator to build up voltage look trivial at the first sight, many efforts trying to use ATP to simulate the 
SEIG failed to produce voltage because of unknowing of the need for initial excitation. 

3. Numerical examples 

A three-phase, 60 Hz, 4 pole, 1/2 Hp, 220()/380V(Y), 1.8()/1.0A(Y), class C, laboratory cage induction motor 
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