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Abstract

This paper presents an evolutionary algorithm for Discriminative Pattern (DP) mining that focuses on high di-
mensional data sets. DPs aims to identify the sets of characteristics that better differentiate a target group from the
others (e.g. successful vs. unsuccessful medical treatments). It becomes more natural to extract information from
high dimensionality data sets with the increase in the volume of data stored in the world (30GB/s only in the inter-
net). There are several evolutionary approaches for DP mining, but none focusing on high-dimensional data. We
propose an evolutionary approach attributing features that reduce the cost of memory and processing in the context of
high-dimensional data. The new algorithm thus seeks the best (top-k) patterns and hides from the user many common
parameters in other evolutionary heuristics such as population size, mutation and crossover rates, and the number of
evaluations. We carried out experiments with real-world high-dimensional and traditional low dimensional data. The
results showed that the proposed algorithm was superior to other approaches of the literature in high-dimensional data
sets and competitive in the traditional data sets.
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1. Introduction

This paper presents an evolutionary algorithm for Discriminative Pattern (DP) mining that focuses on high dimen-
sional data sets. Discriminative pattern mining is a data mining task that has the objective of identifying sets of items
that distinguish a target group from the others, for example: successful from unsuccessful treatments, unhealthy from
healthy cells, spam from other emails, or even positive from negative sentiments in sentiment analysis. The necessity
to investigate new methods, especially heuristics methods mining these patterns, comes from the fact that data gener-
ated/collected from many domains have different characteristics from those of last decade. The vast amount and high
dimensionality of data sets in this so-called Era of Big Data render the application of existing methods infeasible.

Studies estimate that in the internet alone around 30GB of data, including texts, images and videos, are produced
each second. Another important source of data is the biomedical sciences, particularly the Omics (genomics, pro-
teomics, transcriptomics, ...), since the price for sequencing samples has dramatically dropped in the last years. These
areas have two things in common: (1) they are major contributors to today’s massive amount of available data (big
data); (2) data from these domains is usually very high dimensional with tens of thousands to millions of attributes.
In this sense they present new challenges to data mining and machine learning researchers. Among these challenges
is the need for new tools for exploratory data analysis.

Discriminative patterns are an important tool for exploratory data analysis, since recurring patterns in the data
are summarized in a simple way [1]]. This is particularly suitable to explaining/describing differences among groups
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