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Abstract

We compose a toolbox for the design of Minimum Disagreement algorithms.
This box contains general procedures which transform (without much loss of
efficiency) algorithms that are successful for some d-dimensional (geometric)
concept class C into algorithms which are successful for a (d + 1)-dimensional
extension of C. An iterative application of these transformations has the poten-
tial of starting with a base algorithm for a trivial problem and ending up at a
smart algorithm for a non-trivial problem. In order to make this working, it is
essential that the algorithms are not proper, i.e., they return a hypothesis that
is not necessarily a member of C. However, the “price” for using a super-class
H of C is so low that the resulting time bound for achieving accuracy ¢ in the
model of agnostic learning is significantly smaller than the time bounds achieved
by the up-to-date best (proper) algorithms.

We evaluate the transformation technique for d = 2 on both artificial and
real-life data sets and demonstrate that it provides a fast algorithm, which can
successfully solve practical problems on large data sets.

1. Introduction

In this paper, we are concerned with the Minimum Disagreement problem
(sometimes also called Maximum Weight problem) associated with a family C
of sets over some ground set X: given a sequence S = [(z1,w1),. .., (Tn, wy)] €
(X x R)"™ of points in X along with their weights, find a set C' € C whose
total weight Ws(C) := 3., ccw; is as large as possible. Note that Ws(C) is

maximized iff
Es(C)i= > wi— > w (1)
tw; >0,2;¢C iw; <0,x; €C

is minimized. In statistical learning theory, Eg(C') is called the empirical error
of C' on S, and this term plays a central role, especially in the model of agnostic
learning [1].
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