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Abstract 

In the known methods of symbolical regression by search of the solution with the help of a genetic algorithm, there 
is a problem of crossover. Genetic programming performs a crossover only in certain points. Grammatical evolution 
often corrects a code after a crossover. Other methods of symbolical regression use excess elements in a code for 
elimination of this shortcoming. The work presents a new method of symbolic regression on base of binary 
computing trees. The method has no problems with a crossover. Method use a coding in the form of a set of integer 
numbers like analytic programming. The work describes the new method and some examples of codding for 
mathematical expressions. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Methods of symbolic regressions can find structure of mathematical expression. Many important tasks require 
finding of the optimal mathematical expression, including a task of handling of experimental data for forecasting and 
search of common factors, identification of mathematical model, and synthesis of control.  
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All methods of symbolic regression code mathematical expressions and carry out search of the optimal solution 
on space of codes by means of an evolutionary algorithm. The most suitable for search of the solution in methods of 
symbolical regression is a genetic algorithm. It does not use arithmetic operations for modification of possible 
solutions. The main operations of a genetic algorithm are a crossover and a mutation. Crossover of genetic algorithm 
depends on kind of code. The genetic programming1 makes crossover in certain points for correct codes in order that 
the new code after crossing was correct and corresponded to some possible solution. Grammatical evolution2 and 
analytic programming3 carry out crossing in any points like a genetic algorithm for numerical tasks. These methods 
after crossover sometimes receive an incorrect code. Correction of a code demands additional expenses of time. 
Variational methods of symbolical regression check conditions of performance of variations as in the network 
operator method4 or also correct a code after a crossover, as in variational methods of genetic5 and analytic6 
programming. Cartesian genetic programming7 and the method of parse matrix8 always have correct a crossover. 
These methods of symbolical regression use excess elements in a code. Both methods consider coding of functions 
with the maximum number of arguments. If it is necessary to code function with smaller number of arguments, then 
excess codes for arguments at calculation aren't considered. All codes have to have the same length independent on 
the coded mathematical expression that why some codes of functions aren’t considered at calculation. 

The work presents the new method of symbolical regression, a method of binary analytical programming. The 
method codes only mathematical expressions in the form of superposition of functions with one or two arguments. 
The method for performance of correct crossover also includes excess elements of a code, the identity function with 
one argument and unit elements for functions with two arguments. These elements like zeros in positional notation 
of numbers also allow construct a regular code of mathematical expression in which codes of functions with 
different number of arguments alternate. 

2. Binary analytic programming 

To build a code of binary analytic programming we use the following base sets: 

 a set of arguments of mathematical expression 

0 1 1F ( , , , , , )P Nq q x x   (1) 

 a set of functions with one argument  

1 1,1 1,2 1,F ( ( ) , ( ), , ( ))Rf z z f z f z   (2) 

 a set of functions with two arguments 

2 2,1 1 2 2, 1 2F ( ( , ), , ( , ))Sf z z f z z   (3) 

 a set of unit elements for functions with two arguments 

2 1E ( , , )Me e   (4) 

A set of function with one argument must include the identity  

1,1( )f z z   (5) 

Every function with two arguments of a set (3), 2, 1 2 2( , ) Fif z z , has unit element of a set (4), 2Eje  

2, 2 2( , )i jf e z z , 2, 1 1( , )i jf z e z , {1, , }i S , {1, , }j M . (6) 
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