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Abstract

Stochastic resonance (SR) is a phenomenon by which the input signal of a

nonlinear system, with magnitude too small to affect the output, becomes ob-

servable by adding a non-zero level of noise to the system. SR is known to assist

biological beings in coping with noisy environments, providing sophisticated in-

formation processing and adaptive behaviors. The SR effect can be interpreted

as a decrease in the input-output information loss of a nonlinear system by

making it stochastically closer to a linear system. This work shows how SR can

improve the performance of a system even when the desired input-output rela-

tionship is nonlinear, specifically for the case of a neural networks whose hidden

layers consist of threshold functions. Universal approximation capability of neu-

ral networks exploiting SR is then discussed: although a network consisting of

threshold activation functions has been proven to be an universal approximator

in the context of the extreme learning machine (ELM), once SR is taken into ac-

count, the system can be deemed as a classic three-layer neural network whose

universality has been previously proven by simpler proofs. After proving the

universal approximation capability for an infinite number of hidden units, the

performance achieved with a finite number of hidden units is evaluated using

two training algorithms, namely backpropagation and ELM. Results highlight

the SR effect occurring in the proposed system, and the relationship among the
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