Multi-step wind speed forecasting based on a hybrid forecasting architecture and an improved bat algorithm
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ABSTRACT
As one of the most promising sustainable energy sources, wind energy plays an important role in energy development because of its cleanliness without causing pollution. Generally, wind speed forecasting, which has an essential influence on wind power systems, is regarded as a challenging task. Analyses based on single-step wind speed forecasting have been widely used, but their results are insufficient in ensuring the reliability and controllability of wind power systems. In this paper, a new forecasting architecture based on decomposing algorithms and modified neural networks is successfully developed for multi-step wind speed forecasting. Four different hybrid models are contained in this architecture, and to further improve the forecasting performance, a modified bat algorithm (BA) with the conjugate gradient (CG) method is developed to optimize the initial weights between layers and thresholds of the hidden layer of neural networks. To investigate the forecasting abilities of the four models, the wind speed data collected from four different wind power stations in Penglai, China, were used as a case study. The numerical experiments showed that the hybrid model including the singular spectrum analysis and general regression neural network with CG-BA (SSA-CG-BA-GRNN) achieved the most accurate forecasting results in one-step to three-step wind speed forecasting.

1. Introduction
As one of the most promising potential renewable energy sources [1], wind energy has attracted the focus of many researchers and scientists [2], and nearly every government across the world has introduced positive policies to support wind energy development [3,4]. In 2015, the global total capacity of wind farms is approximately 432,419 MW, with the 22% growth rate, as shown in Fig. 1 [5]. With the increased proportion of wind energy in whole energy networks, accurate wind speed forecasting results are becoming increasingly crucial for managers to schedule the daily power distribution and decrease the reserve capacity. To protect wind power from the breakdown and make sure the success of wind power conversation, accurate forecasting results of wind speed are also required [6]. However, due to the non-stationary and nonlinear fluctuations, wind speed is regarded as one of the hardest weather parameters to predict [7,8].

In recent decades, many methods have been presented for wind speed forecasting, and these methods can be divided into four categories [9]: (a) physical models; (b) statistical models; (c) spatial correlation models; and (d) artificial intelligence models. Physical models which are based on physical parameters, such as topography, temperature and pressure, are usually applied in long term wind speed forecasting [10–12]. Statistical models are built based on the mature statistical equations to get the potential change rule from history data sampling [13–17]. Spatial correlation models mainly consider the spatial relationship of wind speed at different sites. In some situations, it can obtain higher precision [18,19]. With the rapid development of artificial techniques, some artificial intelligence forecasting methods, including artificial neural networks (ANNs) [20–25], fuzzy logic methods [18,26] and support
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vector machines (SVMs) [27], have been developed for wind speed forecasting.

Meanwhile, to decrease the negative influences that are intrinsic to individual models, many hybrid wind speed forecasting models have been proposed [28–36].

To achieve higher forecasting accuracy, some data-processing algorithms, such as wavelet decomposition (WD) [28], wavelet packet decomposition (WPD) [29], empirical mode decomposition (EMD) [30], the ensemble empirical mode decomposition (EEMD) algorithm [31] and the fast ensemble empirical mode decomposition (FEEMD) algorithm [32], have been employed in ANNs to build hybrid models. The data decomposition, which could reduce the non-stationary feature of the original data, promotes the forecasting performance indirectly.

Moreover, intelligent optimization algorithms including the genetic algorithm (GA) [33], particle swarm optimization (PSO) [34], the evolutionary algorithm (EA) [35], and the cuckoo search algorithm (CSA) [36], are utilized to determine the initial weights and thresholds of ANNs. In 2010, Yang proposed the bat algorithm (BA) [37], which is inspired by the echolocation characteristics of bats with varying pulse rates of emission and loudness. It has been applied to a wide range of optimization applications [38], including image processing [39], classifications [40], scheduling [41], the electricity market [42], energy systems [43] and various other problems. Experiments have shown its promising efficiency for global optimization.

Analyses based on single-step wind speed forecasting have been widely used, while their results are insufficient in ensuring the reliability and controllability of wind power systems. Thus, it is required to build a model to achieve accurate results for multi-step wind speed forecasting. Among various ANN models, the radial basis function neural network (RBFNN) and general regression neural network (GRNN) are good choices to achieve high convergence rates and accurate results. In this paper, a hybrid architecture, which contains four hybrid models, with two decomposing algorithms (i.e., FEEMD and singular spectrum analysis (SSA)) which are used to realize the non-stationary wind speed decomposition, and the modified RBFNN and GRNN is proposed for wind speed forecasting. In the modified RBFNN and GRNN, an improved BA, which is on the basis of conjugate gradient (CG) method to improve convergence performance over time and prevent individual bats from entrapment in local optima, is introduced to optimize the initial weights and thresholds of RBFNN and GRNN. The aim of this study is to investigate and enhance the forecasting performance of hybrid model based on signal processing algorithms, intelligent optimization algorithm and artificial neural networks for multi-step accurate wind speed forecasting. To investigate the forecasting abilities of the four models, the wind speed data collected from four different wind power stations in Penglai, China, were used as a case study. The main contributions in this paper are demonstrated as follows.

1. The forecasting focus of the forecasting architecture is not only on the single-step forecasting but also on the multi-step forecasting. Although the wind speed single-step predictions have been studied widely, to protect the wind power, wind speed single-step forecasting results alone are insufficient, and wind speed multi-step forecasting results are definitely expected, thus the forecasting architecture is aim to enhance the forecasting accuracy of multi-step wind speed forecasting.

2. To globally investigate the forecasting performance of different combination of decomposing algorithms and neural networks, a forecasting architecture contains four hybrid models is proposed. In the architecture, four different hybrid forecasting models based on the two most popular decomposing algorithms, an improved optimization algorithm and two neural networks, are investigated and compared (the performance of multi-step forecasting is given special attention in the investigation) with four different sites data for one-step to three-step forecasting to obtain the best one.

3. The speed of local convergence and the accuracy of finding the optimal solution of BA are enhanced. To improve both the exploration and exploitation capacities and avoid the weakness of the local optima searching ability, the improved BA based on CG is proposed, and to evaluate the improved algorithm, four testing functions are used.
دریافت فوری
متن کامل مقاله

امکان دانلود نسخه تمام متن مقالات انگلیسی
امکان دانلود نسخه ترجمه شده مقالات
پذیرش سفارش ترجمه تخصصی
امکان جستجو در آرشیو جامعی از صدها موضوع و هزاران مقاله
امکان دانلود رایگان ۲ صفحه اول هر مقاله
امکان پرداخت اینترنتی با کلیه کارت های عضو شتاب
دانلود فوری مقاله پس از پرداخت آنلاین
پشتیبانی کامل خرید با بهره مندی از سیستم هوشمند رهگیری سفارشات