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bInstituto Tércio Pacitti de Aplicações e Pesquisas Computacionais (NCE), Universidade Federal do Rio
de Janeiro (UFRJ) - Av. Athos da Silveira Ramos, 274 - Edif́ıcio do Centro de Ciências Matemáticas e da
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Abstract

In the last decade, given the availability of corpora in several distinct languages, research
on multilingual part-of-speech tagging started to grow. Amongst the novelties there is
mWANN-Tagger (multilingual weightless artificial neural network tagger), a weightless
neural part-of-speech tagger capable of being used for mostly-suffix-oriented languages.
The tagger was subjected to corpora in eight languages of quite distinct natures and had
a remarkable accuracy with very low sample deviation in every one of them, indicating
the robustness of weightless neural systems for part-of-speech tagging tasks. However,
mWANN-Tagger needed to be tuned for every new corpus, since each one required a
different parameter configuration. For mWANN-Tagger to be truly multilingual, it should
be usable for any new language with no need of parameter tuning. This article proposes
a study that aims to find a relation between the lexical diversity of a language and
the parameter configuration that would produce the best performing mWANN-Tagger
instance. Preliminary analyses suggested that a single parameter configuration may be
applied to the eight aformentioned languages. The mWANN-Tagger instance produced
by this configuration was as accurate as the language-dependent ones obtained through
tuning. Afterwards, the weightless neural tagger was further subjected to new corpora
in languages that range from very isolating to polysynthetic ones. The best performing
instances of mWANN-Tagger are again the ones produced by the universal parameter
configuration. Hence, mWANN-Tagger can be applied to new corpora with no need
of parameter tuning, making it a universal multilingual part-of-speech tagger. Further
experiments with Universal Dependencies treebanks reveal that mWANN-Tagger may be
extended and that it has potential to outperform most state-of-the-art part-of-speech taggers
if better word representations are provided.
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